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The Copernicus Ocean State Report (OSR) gathers an ensemble of peer-review publications that analyse the state, variability, and trend of the physics and biogeochemistry of the ocean and sea ice (respectively the blue, green, and white ocean). Contributions to the OSR are short, cover the global ocean and European regional seas, and target a wide audience made up of the scientific community, policy makers, industries, and the general public. They are based on an in-depth analysis of Copernicus Marine products (and others) constituting model reanalysis and satellite and in situ data available over several decades back in time up to 1 year before the publication of the OSR. Copernicus Marine products are regularly updated with the best available information and produced according to a coordinated and high-quality control protocol. All products and their documentation are openly available from https://marine.copernicus.eu/. This guarantees an assessment based on consistent and well-documented datasets. The Copernicus OSR is produced annually, and its preparation is coordinated by the OSR team at Mercator Ocean International.

This 7th issue of the Copernicus OSR gathers 14 peer review papers covering the European regional seas (9) and the global ocean (5) with contributions on the blue (10) and green (4). The main findings of OSR7 are summarized in Figures 1 and 2 and here below according to the topic they addressed: 1) identification and impact of extreme/unusual events (5), 2) identification of long-term trends (5), 3) new methodology/indicators for ocean monitoring (2), and 4) analysis of ocean variability (2). A detailed description can be found in von Schuckmann et al. (2023).

**Extreme/Unusual events**

Peal et al. (2023) show that marine heatwaves have become more frequent and more extended globally, whereas marine cold spells became less frequent over 1982 to 2021, except in the Southern Ocean, where the reverse is observed. Mayer et al. (2023) show a record-low biennial reduction in oceanic heat exchange across the Greenland–Scotland Ridge around the year 2018. This reduction amounted to 4%–9% of the usual heat exchange with respect to the reference period 1993–2020. Mourre et al. (2023) show that an intense and long-lasting storm in the Balearic Islands resulted in important modifications of the physical conditions of the region with intense upwelling, a reversal of the regional current system, and extreme cold surface temperatures. Renshaw et al. (2023) highlight unusual coccolithophore blooms in summer 2021 in Scottish waters and explain their occurrence due to unusual weather conditions. Gramcianinov et al. (2023) highlight that extreme wave events have impacted the eastern coast of South America and offshore regions and have created coastal hazards in the São Paulo area.
Long-term trend
De Pascual-Collar et al. (2023) detect a long-term warming trend in waters below 150m in the Iberia–Biscay–Ireland region over 1993–2021. Aydogdu et al. (2023) show that the salinity in the upper 300m of the Mediterranean Sea has increased in the last 3 decades, with a basin average trend in the range from 0.0020 to 0.0110 psu per year depending on the product considered, with higher values in the eastern basin. Raudsepp et al. (2023) presented an overall decrease in ocean freshwater content in the Baltic Sea over the last 2 decades, with distinct regional patterns. Di Biagio et al. (2023) identify a potential regime shift that happened over 1999–2021 in the regional circulation of the southern Adriatic Sea, with potential implications for the ventilation of the Ionian–Adriatic. Xi et al. (2023) find that the mean status, trends, and phenology of phytoplankton functional types in the Atlantic Ocean do not change significantly over 2002–2021, except for prokaryotes, which slightly decline. The study highlights an abrupt increase in diatoms during the years 2018 and 2019 in the North Atlantic.

Monitoring
Lorente et al. (2023) propose a new indicator for the monitoring of coastal upwelling intensity tested in two pilot areas (i.e. the north-western Iberian Peninsula and the Bay of Biscay) in view of its application at larger scales (the coastal global ocean). Loisel et al. (2023) propose a new algorithm for the monitoring of suspended materials’ composition (organic and inorganic) from space. The algorithm is tested in the English Channel and the southern North Sea, with the perspective of being extended to the global coastal ocean.

Ocean variability
Baker et al. (2023) investigate the variability of the South Atlantic meridional overturning circulation and the meridional heat transport, focusing on the period from 2013 to 2017. The study shows that the South Atlantic transport variability is still uncertain and recommends improved monitoring and modelling. Oikonomou et al. (2023) explore wave energy resources at the basin scale, along with the dominant wave regime. Results suggest that although the basin is characterized by low energy potential and large energy flux variability, it could serve as a deployment zone for low-power devices due to low peak period variability and high site accessibility levels.
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Changes in the state of the ocean affect the well-being of the planet, its ecosystems, and human societies (IPCC, 2019). The ocean is home to a vast array of plant and animal species, many of which are still undiscovered (Census of Marine Life, 2010), and it is hence critical in supporting global biodiversity and sustaining complex ecosystems (Pörtner et al., 2021; IPCC, 2022). The ocean supports various industries, such as fishing, shipping, tourism, and renewable and non-renewable resources, and provides job opportunities, income, and economic growth (OECD, 2016; European Commission, 2022). The ocean plays a vital role in regulating Earth's climate. It acts as a massive heat sink, absorbing and storing vast amounts of surplus heat accumulated in the Earth system from human activities (von Schuckmann et al., 2023). It absorbs significant quantities of anthropogenic carbon through physical and biological processes, helping to mitigate climate change by reducing the greenhouse gas concentration in the atmosphere (Friedlingstein et al., 2022; Crisp et al., 2022). The ocean is intricately affected by climate change. Rising sea levels, warming, deoxygenation and acidification of the ocean, changing currents, and loss of sea ice and biodiversity all pose significant risks to coastal communities, infrastructure, economies, and vulnerable ecosystems (IPCC, 2021, 2022). In addition, overexploitation and ocean pollution, including plastic waste and chemical contaminants, can harm both marine life and human health, posing risks through the food chain and direct exposure (e.g., Landrigan et al., 2020; Lamb et al., 2018). The degradation of the ocean and increased pressure on its functioning and services can lead to economic losses, unemployment, and reduced opportunities for sustainable development (OECD, 2016). Protecting and preserving the ocean is essential for ensuring a sustainable future, maintaining biodiversity, regulating climate, supporting economies, and safeguarding human health and well-being (IPCC, 2019; Pörtner et al., 2021).

Monitoring and reporting on any change in the state of the ocean can help to achieve this goal, while at the same time it allows developing timely strategies for adaptation measures as well as to raise awareness, inform decision-making, encourage action to protect and conserve the ocean, and hence transition towards sustainable ocean stewardship (e.g., von Schuckmann et al., 2020; Blunden and Boyer, 2022; IOC-UNESCO, 2022). Most recently, on 19 June 2023, the Treaty of the High Seas was adopted by consensus and standing ovation during the United Nations meeting in New York. This treaty, also known as BBNJ (Biodiversity Beyond National Jurisdiction), is key to protecting the ocean, promoting equity and fairness, tackling environmental degradation, fighting climate change, and preventing biodiversity loss in the high seas (An historic achievement: Treaty of the High Seas is adopted, 2023).

Regular reporting on the state, variability, and change of the ocean provides state-of-the-art science-driven findings to various stakeholders, including policymakers, scientists, industries, and the general public. Ocean reporting involves several components as part of a so-called added value chain (von Schuckmann et al., 2020). Firstly, data collection from different methods including satellite observations (e.g., sea level, sea surface temperature (SST), sea surface salinity (SSS), ocean color, waves) and in situ measurements – autonomous, moored, and taken during research expeditions – are paramount for building data products from the global to regional scale (IOC, 2019). Reprocessed data are also used to feed ocean reanalyses that combine them with numerical models through data assimilation schemes (Decade Collaborative Centre for Ocean Prediction, DCC-OP, 2023). All these different products build the baseline of the Copernicus Marine Service and include information about ocean physics (blue ocean; e.g., temperature, salinity, currents, waves), biogeochemistry and biodiversity (green ocean; e.g., chlorophyll...
a, ocean pH), and sea ice parameters (white ocean; e.g., sea ice concentration, extent, or thickness), which are all relevant to understanding and reporting on the ocean state (Le Traon et al., 2019). Combined with scientific expertise, they provide the fundamental ingredients for the development of ocean monitoring indicators that are fit for purpose for ocean reporting. At this higher level of the added value chain, the tools then help identify trends, patterns, and changes in the ocean environment triggered by climate change and other human-made pressures, climate variability, and ocean processes.

This 7th edition of the Copernicus Ocean State Report covers a wide range of topics tackling variations, trends, and new tools for socioeconomic applications for Europe and on a global scale. The studies are built on the suite of Copernicus Marine products and are complemented with other products from the global community.

1 The ocean in Europe

During summer 2021, two unusual coccolithophore blooms were observed in Scottish waters, one in the Clyde Sea and the other by the east coast of the Shetland Islands. These blooms have attracted lots of public attention because they turned the sea a turquoise color (BBC News, 2023). The OSR7 is taking a close look at these events backed by the use of reanalysis and satellite data to examine the environment that led to these blooms. Unusual weather conditions were a contributory factor in both cases, leading to high concentrations of nutrients in summer as cold temperatures restricted the regular spring bloom of diatoms in this area. These factors provide ideal conditions for coccolithophores to flourish as temperatures and sunlight increase (see Renshaw et al. in OSR7 Chap. 4). Widespread routine monitoring of nutrient levels and phytoplankton components could greatly help in understanding future blooms.

The OSR7 explored dissolved oxygen variations in the Mediterranean Sea, more precisely in the southern Adriatic Sea, over the period 1999–2021, which is an essential undertaking to further enhance our understanding of marine ecosystem functioning and for assessing the marine environmental status (see Di Biagio et al. in OSR7 Chap. 3). The results, derived from a regional ocean reanalysis system, highlight the critical role of heat fluxes, ocean currents, and biological production in driving dissolved oxygen variations in this area. A potential regime shift in the regional circulation was identified. It can have substantial implications for the ventilation of the Ionian–Adriatic Ocean region and hence for marine organisms, and it needs to be further analyzed in future studies.

Ocean warming is one of the major indicators of monitoring the state and evolution of climate change (von Schuckmann et al., 2016). The OSR7 is tackling this indicator aiming to regionalize capacities for reporting on ocean warming (see de Pascual-Collar et al. in OSR7 Chap. 2), while developing a multi-product approach based on data from observations and ocean reanalysis systems for the Iberia–Biscay–Ireland region. Over the period 1993–2021, the results reveal that the upper near-surface layer of the ocean (0–150 m) is dominated by natural variations at the interannual to decadal scale and that the long-term ocean warming trend is emerging in the intermediate to deep-ocean layers (> 150 m) in this region. This trend amounts to about 50% of the global ocean warming trend and is strongly affected by interannual to decadal-scale variations. Moreover, the study could elevate the major players of these changes that are linked to the Sub-Arctic Intermediate Water and Mediterranean Outflow Water variations, leveraging the role of major characteristics of the ocean in redistributing heat and hence triggering regional variations of ocean warming remotely, i.e., from the Mediterranean Sea and the North Atlantic Ocean.

In OSR7, a new scientific method has been developed for monitoring coastal upwelling, a process which is a major communicator between offshore waters and coastal ecosystems (see Lorente et al. in OSR7 Chap. 2). Any change in coastal upwelling can have implications for, for example, water quality, fisheries, and aquaculture production in coastal areas (Sydeman et al., 2014). The method incorporates information on ocean currents, wind, sea level pressure, and sea surface temperature, and it has been developed based on various data products ranging from direct coastal observations provided by a high-frequency radar (HFR), buoy measurements, and ocean reanalysis. Two pilot areas have been chosen, i.e., the northwestern Iberian Peninsula and the Bay of Biscay. This new indicator, the so-called coastal upwelling index, has been scientifically tested in OSR7, and its proof of concept revealed that this new method can be used for direct upwelling monitoring over any coastal area of the global ocean.

The OSR7 has also analyzed the interference of extreme events with ocean processes, like the coastal upwelling of the Balearic Islands (see Mourre et al. in OSR7 Chap. 4), and has demonstrated the implications of long-lasting storms of record strength on the ocean and coasts. In November 2021, an intense and long-lasting storm named “Blas” hit the area of the Balearic Islands, which resulted in intense upwelling along the northwestern coasts of the islands of Mallorca and Ibiza, as well as a reversal of the regional current system. These record implications have in turn resulted in extreme cold coastal surface temperatures up to 6 °C colder than usual. This study demonstrates the benefits of operational oceanography for the characterization of extreme events through the provision of time series of high-resolution modeling results in coastal areas.

Change in ocean salinity can have important implications for ocean density and ocean currents, the water cycle, and ocean biodiversity. The OSR7 has tackled an important indicator based on ocean salinity in the Mediterranean Sea during the last decades using Copernicus Marine reanalysis and ob-
Figure 1. Overview of major outcomes for the European regional seas in the 7th edition of the Copernicus Ocean State Report.

The results show that, overall, salinity has increased in the upper (< 300 m) Mediterranean Sea at particularly strong rates in the eastern basin. A similar analysis has been performed for the Baltic Sea area (see Raudsepp et al. in OSR7 Chap. 2). Particularly, freshwater content has been calculated from the Copernicus Marine regional reanalysis, which allows monitoring the specific hydro-physical conditions of each sub-basin of the Baltic Sea. Results show that the total freshwater content in the Baltic Sea shows a steady decrease on average over the past 2 decades. However, at the regional scale, changes in freshwater content are not spatially uniform and are affected in the Baltic Sea by different processes, such as changes in ocean circulation, precipitation, river runoff, and sea ice formation. For example, the Gulf of Bothnia shows a freshwater content increase, and the freshwater content in the Baltic proper decreased over the past 2 decades.

Monitoring coastal waters is of uppermost importance to provide insight into changes in these complex and highly variable environments. In OSR7, a new algorithm has been developed to estimate the organic and inorganic particulate fraction of suspended material needed to monitor particle dynamics and biogeochemical cycles in coastal waters (see Loisel et al. in OSR7 Chap. 3). This new algorithm is based on a neural network approach and has been applied as a test bed to satellite observations from ocean color radiometry in the English Channel and the southern North Sea. The scientific evaluations as done in OSR7 have shown that this algorithm can be directly applied to all ocean color radiometry measurements, which enables routine monitoring of particulate composition over the global coastal ocean.

2 The ocean around the globe

Climate change is causing extreme climate events to become more frequent and more severe (Seneviratne et al., 2021). Marine heatwaves and marine cold spells are prolonged; discrete periods of anomalously high or low ocean temperatures have wide-ranging impacts from dramatic shifts in biodiversity to changes in fishery yields. In OSR7, global sea surface temperature measurements have been used to study the intensity and frequency of marine heatwaves and marine cold
spells over several decades from 1982 to 2021 across different categories from moderate (category 1) to extreme (category 4). The findings show that in large areas of the ocean it can be said with 99% confidence that marine heatwaves have become more frequent globally, whereas marine cold spells have become less frequent (see Peal et al. in OSR7 Chap. 2). An exception is the Southern Ocean where marine heatwaves are becoming slightly less frequent and marine cold spells are becoming more frequent. The most extreme events in categories 3 and 4 follow this trend, but at a lower rate. This evolution for marine heatwaves is accompanied by an even faster trend with respect to their spatial extension, whereas the spatial extent of marine cold spells remained nearly constant.

Extreme events can induce major hazards along coastlines. The OSR7 has investigated extreme events and coastal hazards in the southwestern South Atlantic over the past quarter of a decade, which hosts the most economically important harbors in South America, high oil and gas production demands, and rich biodiversity (see Gramcianinov et al. in OSR7 Chap. 3). Particularly, Copernicus Marine reanalysis and near-real-time data have been used to investigate extreme wave indicators impacting offshore regions and the coasts in this area and have provided a comprehensive overview of the regional wave climate across timescales and space scales. In addition, national monitoring and warning system data in the São Paulo state area have been combined with Copernicus Marine data, and these results reveal that the increasing number of coastal hazards in this area are strongly linked to the increasing number of extreme wave events from the coast to adjacent offshore regions.

The Southern Ocean region is a major player triggering changes in the global ocean circulation (Lee et al., 2023), and the OSR7 has addressed inter-basin transports in this region (see Baker et al. in OSR7 Chap. 2). To allow for reliable monitoring of changes in the regional circulation in this sensitive area for global climate, the accuracy and feasibility of the available ocean products must be analyzed. The analysis in this issue of the ocean state report has investigated the variability of the South Atlantic meridional overturning circulation and the meridional heat transport focusing on the period from 2013 to 2017, i.e., when direct observations in...
this region are available. The findings have manifested a surprising discrepancy in seasonal to multi-annual circulation change between the observations and model results. This prevents a reliable estimate of how the meridional overturning circulation and heat transport are changing at the latitude that connects the Atlantic Ocean to the Southern Ocean. The mean and variation of real-world South Atlantic transports and the amplitude of their fluctuations are uncertain. This in turn provides fundamental guidance for future strategies as well as investments in urgently needed sustained monitoring and improved modeling in this important area of the ocean for global climate.

Given its crucial importance, circulation variations linked to the meridional overturning circulation have also been analyzed in the North Atlantic in OSR7 (see Mayer et al. in OSR7 Chap. 4). Particularly, focus had been set on the oceanic exchange across the Greenland–Scotland Ridge, which not only links to the meridional overturning circulation, but is also shaping Arctic climate. The results of this study have uncovered a record-low biennial reduction in oceanic heat exchange across the Greenland–Scotland Ridge around the year 2018. This reduction, amounting to 4%–9% of the usual heat exchange with respect to the reference period 1993–2020, occurred because of a reduction in the inflow of water from the Atlantic into the Arctic area through the Faroe–Shetland branch, which was exacerbated by the unusually cold temperatures of Atlantic Water arriving at the Greenland–Scotland Ridge. These low temperatures have been triggered by a stronger North Atlantic subpolar gyre varying naturally at interannual to decadal timescales.

Ocean phytoplankton prevails in the upper part of the ocean, where sunlight penetrates the water, and constitutes the base of the marine food web fueling fisheries and regulating key biogeochemical processes (Xi et al., 2021). There are different classes of phytoplankton – so-called phytoplankton functional types – which include haptophytes, prokaryotes, dinoflagellate, and diatoms. OSR7 investigated the mean status, trends, phenomenology, and most recent anomalies in the Atlantic Ocean (see Xi et al. in OSR7 Chap. 2). Their phenomenology ranges with different climate zones, reaching seasonal maximum blooms (Fig. 1). The results also reveal that most phytoplankton functional types remained stable over the period 2002–2021, except for prokaryotes, which slightly declined over this period. The study also uncovered, for example, an abrupt increase in diatoms during the years 2018 and 2019 in the northern part of the basin.

Disclaimer. Please note that this article has undergone editorial review only.
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1 Introduction

The Intergovernmental Oceanographic Commission (IOC) has an Ocean Decade Implementation Plan (UNESCO-IOC, 2021) that states seven outcomes required for the ocean we want, with the fourth outcome being “A predicted ocean where society understands and can respond to changing ocean conditions.” To facilitate the achievement of this goal, the IOC has endorsed Mercator Ocean International to implement the Decade Collaborative Center (DCC) for OceanPrediction (https://www.mercator-ocean.eu/oceanprediction/, last access: 21 August 2023), which is a cross-cutting structure that will work to develop global-scale collaboration between Decade Actions related to ocean prediction.

To have a predicted ocean, the OceanPrediction DCC understands that is critical to co-design ocean forecasting architecture that will permit different services to deliver as one and that could take advantage of the concept of digital twinning (European Union, 2022). This architecture will be designed to overcome the present-day limitations of our systems in terms of interoperability and tools sharing. This will translate into a new scenario for ocean forecasting, where more robust systems will be easier to implement thanks to a common set of agreed tools, standards, and best practices. This new architecture will serve as inspiration for the development targets of the different decadal actions related to ocean forecasting, such as ForeSea (https://oceanpredict.org/un-decade-of-ocean-science/foresea/, last access: 21 August 2023), DITTO (https://ditto-oceandecade.org/, last access: 21 August 2023), CoastPredict (https://www.coastpredict.org/, last access: 21 August 2023), Global Environment Monitoring System for the Ocean and Coasts (GEMS Ocean (https://www.unep.org/explore-topics/oceans-seas/what-we-do/ocean-and-coastal-observations, last access: 21 August 2023)), Ocean Best Practices (https://www.oceanbestpractices.org/, last access: 21 August 2023), and others.

To develop this architecture, the OceanPrediction DCC has implemented the Ocean Forecasting Co-Design Team (OFCT), which is composed of 43 international experts on all of the different aspects of the ocean forecasting value chain. The first task of this group is to analyze the present status of ocean forecasting at a global level, in order to properly identify the existing gaps before moving into the design phase.

One of the first steps in this process has been to explore the degree of satisfaction of both users and experts with respect to the existing ocean forecasting systems. This has been done by launching a series of surveys among the members of the OFCT and another one among the users of the forecasting services. This paper describes the findings derived from the analysis of these surveys. Section 2 introduces the surveys, while Sect. 3 presents the results. Section 4 establishes a discussion and identifies some conclusions as part of the outlook for future exploitation.
2 Methodology

This work is based on the analysis of a series of surveys. Polls have been designed to champion specific categories – namely, experts and end-users – in order to provide a score for each type of application (e.g., from ports, coastal engineering and disaster risk reduction to ecosystem health) and for each type of Essential Ocean Variable (EOV) used (The Expert Team on Operational Ocean Forecasting System, 2022; e.g., a reference list of the key EOVs per ocean universe in blue, green, and white has been provided), focusing on some specific Operational Ocean Forecasting Systems (OOFS) which have properties that are related to their availability and quality (including the timeliness, reliability, and accessibility).

A first set of two surveys (named diagnosis and applications) has been designed for the experts participating in the OFCT, with the main purpose being obtaining a highly skilled subjective view on the availability and quality of today’s OOFS at different spatial scales, ranging from global to coastal.

The diagnosis poll focuses on addressing the evaluation of a nowcast and a short/middle-term forecast (up to 10 d) to solve a proposed list of EOVs such as currents, sea level, or groups of EOVs that are generically related to ice, waves, biochemistry, and biological variables. The question to be answered was as follows: “Qualify, based on your knowledge and experience, from 1 (not satisfied) to 10 (extremely satisfied), our ability to provide a solution at each spatial scale (global, regional and coastal).” The evaluation is driven by four main OOFS properties, namely existence, quality, accessibility, and timeliness, that are defined as follows: existence refers to the availability of sufficient OOFS at the required scale; quality certifies that delivered product/service consistently functions well and provides useful results; accessibility, as defined by Information Technology Infrastructure Library (ITIL, 2023), is considered to be the process of granting the right to use a service; and timeliness refers to the expected time needed to access a product/service. Timeliness can be measured as the time between when information is expected and when it is readily available for use.

The applications poll complements the diagnosis one by gathering the experts’ indications on which EOV is useful for serving a specific proposed list of applications that spans from coastal management, ports, energy, navigation, and marine and ecosystem health to disaster risk reduction and aquaculture.

A third poll has been designed for end-users of ocean forecasting services. The objective is to explore the satisfaction level perception with respect to what today’s OOFS offer. The survey has been disseminated through several channels, including the OceanPrediction DCC community, Ocean Predict (https://oceangm4.org/, last access: 25 August 2023), Global Ocean Observing System (GOOS), and others. As with the diagnosis poll, the end-users’ survey focuses on a specific list of EOVs (e.g., currents, sea level, temperature, salinity, waves, ice variables, and biochemical and biological variables) analyzed according to specific OOFS properties (e.g., quality, reliability, timeliness, accessibility, and usability).

Note that the questions on the polls for users and experts are not the same. For example, we consider that the differentiation between OOFS spatial scales does not make sense to the users. The methodology employed, based on polls, does not pretend to be mathematically precise, but it is providing significant results on the perception on the status of OOFS, both from the perspective of users and developers, making it therefore a valuable reference for the identification of gaps that will be carried out by the OFCT during a second step.

3 Results

3.1 Experts survey: analysis of the results

All of the 43 OFCT experts have been invited to complete the diagnosis poll. An analysis of the provided rating values per EOV is given in Fig. 1.

For analyses, based on the scale of 1–10, the ratings were grouped into very satisfied (8–10), satisfied (6 to 8), moderately satisfied (4 to 6), unsatisfied (2–4), and very unsatisfied (0–2). The analysis reveals that experts are satisfied about the performances of blue and white ocean variables at global and regional scales (rates from 6.5 to 8, except for quality, with respect to currents and ice, which has a mean rating of 5.3). For the same variable, at coastal scale the degree of satisfaction is only moderate, with mean rates spanning from about 4.5 to 5.7. Wave forecasting is particularly well located on the rating scale, as mean rates above 7.0 are given for all OOFS properties, with maximum value of 7.9 for timeliness at global scale. When considering the coastal scale, the rates are above 6.0.

Considering green ocean variables, the values in Fig. 1 are clearly lower (from slightly satisfied to not satisfied at all), indicating a poor level of appreciation for biogeochemical solutions and a very poor one for systems dealing with biological forecasts (quality values around 2.6).

The analyzed results reveal also that standard deviation from the mean is particularly higher if the EOVs are evaluated per each OOFS type at the coastal scale (values higher than 2.0), reflecting that the experts provided a wide range of ratings with respect to the OOFS capabilities. The only exception is given by waves, whose quality has been positively evaluated (mean rates about 7.0 with a standard deviation of 1.1).

The applications poll results are summarized in Fig. 2, which shows the aggregation of the answers given by experts from a global to coastal scale, mapping the need for specific EOVs to serve a target application. From a qualitative point of view, the panels show that a wide range of EOVs are requested and that the demand increases with the resolu-
Figure 1. The experts’ average rates (in blue) and standard deviations (in black) per OOFS property (E is for existence, Q is for quality, Ac is for accessibility, and T is for timeliness), considering a proposed list of EOVs (e.g., currents, sea level, ice, waves, biochemistry, and biology) at a given scale (e.g., global, regional, and coastal). The color scale corresponds to mean values.

Figure 4 reveals that, in contrast with the experts’ opinion, biogeochemical and biological variables are well appreciated, with score values ranging from 6 to 8. It is interesting to note that the temperature score is around 6.5, despite currents having an average score between 7.5 and 8. Waves variables are also well positioned, with an average score above 7.5. Looking at all quality values, mean scores span from 6.5 to 7, with standard deviations lower than 2.0. This analysis confirms that more than 90% of the end-users are satisfied with today’s OOFS products.

4 Discussion and conclusions

Maybe the most unexpected and surprising result of this exercise is the large difference existing in the perception between users and experts. While users are always quite satisfied with the systems, experts are generally more critical, especially regarding those services related to the green ocean. These different perceptions are probably due to several factors. Experts are considering the quality by validating with observations, a process that can be more severe than the users’ perception, which is based on application experience. On top of that, and probably more importantly, an approximate indication of the value of an EOV could be more than sufficient to allow the satisfactory practical use of a system. For example, a port pilot could be satisfied by knowing if wave heights will or will not be over a given threshold, but they are not affected if the waves have one value or another over that threshold because operations will be canceled independent of how much the variable is exceeding the threshold. On top of that, the experts know where to look to find the problems in the systems, and they do so by scrutinizing all variables, oceanographic situations, and geographical regions of the domain of the system, while the end-users commonly have a perspective limited into one particular aspect of the service. When the range of processes and results under scrutiny is larger, it is to be expected that more mishaps can be found.

To the trained eye, the evaluation of the experts is not surprising. It clearly shows that wave and sea level forecasting systems are quite mature and that more effort must be made with respect to the green ocean, probably at all points of the value chain, from observations to downstream services. Also, the progressive degradation of the system’s performance as we come closer to the coast is obvious. This is most likely
due to several factors that can be present on some occasions, such as the lack of an appropriate resolution, poor atmospheric forcing at that scale, the lack of river data, and the complexity and importance of the nonlinear effect and interactions between EOVs near the coast. Take, for example, a sea level that has a striking low mean quality value of only 5.7 at the coast. The degradation could be due to lack of coupling with waves near the coast or to poor bathymetry. The importance of this skill’s degradation is reinforced with the analysis of the results from the applications survey, which demonstrates that it is precisely near the coast where ocean forecasting EOVs are more widely used.

It is also not surprising that in most cases, the lowest value for the experts is associated with quality and not with existence, timeliness, or accessibility. This demonstrates the relative maturity of the operational chains and the need to improve in all the aspects related to the prediction engines, including the acquisition of new data to be assimilated.

Nevertheless, there are some aspects that would require further investigation. It is striking that, when not satisfied, the experts tend to evaluate all aspects of the system in a negative way at the same time. There is no evident reason why biogeochemical or biological models behave so poorly in technical aspects such as timeliness. Maybe the difficulty in obtaining good, accurate solutions is biasing the criteria of the experts when evaluating these on more purely technical aspects. This fact will be further investigated in the future. Another potentially biased result is the qualification on the existence of systems. Both users and experts are replying based on their experience and, obviously, the geographical

---

Figure 2. Schematic overview of survey outcomes related to the needs of different EOVs (x axis) for each application area (y axis) at (a) global, (b) regional, and (c) coastal scales.

Figure 3. Histogram of the survey outcomes related to end-users’ answers, considering different EOVs (colors) being employed at each application area (x axis).
Figure 4. Mean values (in blue) and standard deviations (in black) of the end-users’ evaluation of the Operational Ocean Forecasting Services (OOFS; e.g., quality, reliability, timeliness, accessibility, and usability), when considering a proposed list of EOVs (e.g., biogeochemical and biological variables, currents, ice, salinity, sea level, temperature, and waves). The color scale corresponds to the mean values. See the text for more details on the scoring.

In summary, during the last 3 decades, the evolution and improvement of ocean forecasting services has been dramatic, and this exercise has proven that the existing systems are useful and accurate in the opinion of the users. Nevertheless, the experts have clearly stated that further improvements are required, mainly when approaching the coast and for the systems dealing with the green ocean. The Ocean Decade Implementation Plan is giving us a framework to further develop the systems, and this is the objective of OceanPrediction DCC and its associated decadal actions, such as ForeSea, Ocean Best Practices, DITTO, CoastPredict, GEMS Ocean, and others. To measure the success of these initiatives, it could be interesting to repeat this exercise by the end of the decade.
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Abstract. Climate change is causing extreme climate events to become more frequent and more severe. Marine heatwaves (MHWs) and marine cold spells (MCSs) are prolonged, discrete periods of anomalously high or low ocean temperatures with wide-ranging impacts from dramatic shifts in biodiversity to changes in fishery yields. Previous research has found that MHWs are increasing in frequency and intensity, but MCSs remain less well understood.

We used sea surface temperature (SST) data to compare the global observed MCS and MHW intensities and trends in their frequency over the period 1982–2021. These events were also assigned a category from I (moderate) to IV (extreme). Our findings show that in large areas of the ocean it can be said with 99 % confidence that MCSs have become less frequent and MHWs have become more frequent. In those regions, the occurrence of MCSs has typically reduced by one event every 5 years, while there is one extra MHW every 5 to 10 years. However, parts of the Southern Ocean go against these trends with MHWs becoming slightly less frequent and MCSs becoming more frequent.

The trend of increasing numbers of MHWs and decreasing numbers of MCSs is mostly due to increases (and decreases) in category I and II events. Category III and IV MHWs are less common than the milder events, and a trend analysis demonstrated that across most of the ocean they are occurring at a slightly increased rate. However, the spatial extent of the ocean affected by these events is increasing at a faster rate. The occurrences of category III and IV MCSs are infrequent, and a trend analysis also found that their rates of occurrence, as well as the spatial extent of the ocean affected, remain near constant.

Many of our results are in agreement with previous studies; what is significant about this study is the fact that it uses a different, higher-resolution input SST dataset. The similarity of the results between the different research efforts strengthens the argument that these events are not just a feature of their input dataset.

1 Introduction

There is now overwhelming evidence that climate change will increase the frequency and intensity of extreme climate events such as marine heatwaves (MHWs) (IPCC, 2021; Frölicher et al., 2018; Oliver, 2019), which are defined as “prolonged discrete anomalously warm water events” (Hobday et al., 2016) and have attracted a growing amount of interest in recent years. These events often have dramatic and sometimes devastating impacts on local ecology including shifting local biodiversity (Wernberg et al., 2013, 2016; Frölicher and Laufkötter, 2018) and triggering coral bleaching events (NOAA, 2015). They also have a range of socioeconomic impacts (Smith et al., 2021) such as altering fishery yields (Mills et al., 2013; Smale et al., 2019; Cheung et al., 2021). Marine cold spells (MCSs), which are defined equivalently to MHWs as a “discrete, prolonged anomalously cold water event at a particular location” (Schlegel et al., 2021), remain less well understood, but a growing body of research suggests that low-SST (sea surface temperature) events can also have significant impacts on ecology including coral reef destruction (Lirman et al., 2011) and have links to extreme climate events on land (Duchez et al., 2016). Previous re-
search into MCSs has focused on certain regions including investigating drivers of shallow-water events in some coastal regions (Schlegel et al., 2017) and effects of MCSs on fisheries in the North Sea (Wakelin et al., 2021).

The field of MHW and MCS research moves rapidly, but two research papers in particular are very relevant to this investigation. Both papers used the Optimum Interpolation Sea Surface Temperature (OISST) climate dataset produced by the National Oceanic and Atmospheric Administration (NOAA) and the same detection method (Sect. 2) over the period 1982–2020.

Schlegel et al. (2021) provided a comprehensive review of previous studies into MCSs and the possible causes of MCSs, which were found to be often driven by anomalous winds, although other drivers were also identified. The trends in MCSs were also investigated for different MCS categories. Wang et al. (2022) calculated and compared the trends in MHWs and MCSs but did not delve into event categories.

This investigation has some parallels with the first two, but it is the first to use the higher-resolution Operational Sea Surface Temperature and Ice Analysis (OSTIA) climate SST dataset (Table 1) produced for the Copernicus Marine Environment Monitoring Service (CMEMS), and it can therefore provide an independent assessment of the occurrence of MHWs and MCSs.

2 Methods

2.1 Input SST dataset used

Most previous MHW–MCS investigations have used the 0.25° resolution NOAA OISST climate SST (version 2.1) dataset (for example Schlegel et al., 2021, and Wang et al., 2022), which represents the SST at 0.5 m depth (Huang et al., 2020). This is often called a SST depth product, which will increase during the day due to solar heating and cool at night (termed a diurnal cycle).

This investigation used the 0.05° resolution CMEMS OSTIA climate SST dataset (Table 1) produced for the Copernicus Marine Environment Monitoring Service (CMEMS), and it can therefore provide an independent assessment of the occurrence of MHWs and MCSs.

SST, which can be defined as the temperature from which the growth and decay of the diurnal heating develops each day (GHRSST, 2022).

OSTIA uses the NEMOV AR variational data assimilation scheme (Mogensen et al., 2009) to combine satellite and in situ data with a background field that is based on the previous day’s analysis (Good et al., 2020). In areas of the ocean where there are no observations, if the sea ice concentration is greater than 50%, the SSTs will eventually relax to \(-1.8°C\) and elsewhere to a 1985–2007 climatology.

As a result of RAM memory overflow issues encountered by the R programming language (unfortunately a fundamental limitation of this language) when processing the full-resolution data, the OSTIA dataset was linearly regridded to 0.25° resolution for the purpose of this investigation.

2.2 Definition and detection of marine heatwaves and marine cold spells

Fundamentally an MHW is detected whenever the SSTs exceed a threshold value, but this threshold has a variety of interpretations depending on the investigation requirements. One of the simpler definitions is to use a chosen percentile (usually 99th) as a threshold SST value calculated from a chosen climatology period (Darmaraki et al., 2019; Frölicher et al., 2018; Laufkötter et al., 2020). For this study we are using the Hobday definition of a heatwave (Hobday et al., 2016, 2018; Schlegel et al., 2021; Wang et al., 2022), which has gained wide acceptance in the MHW–MCS research community. To detect an MCS, consider that each pixel of the dataset has the following mathematical elements:

A. a time series of SST values (thin black line in Fig. 1a and b)

B. the daily climatology using the period January 1982–December 2011 as the baseline (smooth, thicker black line in Fig. 1a and b)

C. the 10th percentile of the climatology data \(B\), taken from an 11 d rolling window centred on each day (solid green line in Fig. 1a and b), which is the threshold used to determine if there is an MCS.
D. the difference between the 10th percentile $C$ and the climatology $B$.

A pixel is considered to have an MCS wherever the SST value $A$ is below the 10th percentile threshold value $C$ for at least 5 d. If there is a gap of less than 2 d between an MCS, they are considered to be one event.

Furthermore, the difference value $D$ then allows this MCS to then be categorized. A heatwave is considered category I (moderate) when the SST value $A$ is less than the sum of the climatology value $B$ and the difference value $D$ (i.e. where $A < B + D$) (below solid green line in Fig. 1a and b). A category II (strong) MCS would be where $A < B + 2D$ and so on for severe and extreme events (dashed green lines in Fig. 1a and b).

MHWs are defined equivalently as a period of at least 5 d where the SST value is above the 90th percentile of the SST data from an 11 d rolling window centred on each day.

Using the Hobday definition, events can be described by the following characteristics:

- Duration is the number of consecutive days where the SST exceeded the 90th percentile value for MHWs or was below the 10th percentile value for MCSs.
- Maximum intensity is the maximum difference between the SST and the climatology value during the event (MHWs have positive intensity, and MCSs have negative intensity).
- Category describes the severity of an event by assigning a category to the maximum intensity value relative to the local climatology.

All these MHW and MCS characteristics are calculated for each individual grid cell separately; the neighbouring cells are not considered.

The MHWs and MCSs and their characteristics were calculated from the SST dataset using the heatwavR package (Schlegel and Smit, 2018; Hobday et al., 2016). An important consideration is that areas with persistently high SSTs do not necessarily suffer as many heatwaves. While this may seem counter-intuitive at first, consider that MHWs are defined relative to the climatology. Therefore, an area with historically high average SST values will present less opportunity for recent SSTs to exceed that high climatology threshold. This characteristic is valuable since researchers are often most interested in areas with significant deviations from historical temperatures.

3 Results and discussions

3.1 Using the Hobday MCS framework to describe anomalous low-SST events

To highlight the consequences of cold spells and how the Hobday category framework (Hobday et al., 2016, 2018) can help describe the severity of MCSs, two case studies of known cold-water events were selected and investigated.

The first case study illustrates the effect of MCSs on marine ecosystems (Fig. 1a). An investigation by Abram et al. (2003) linked the coral reef death off Sumatra in October 1997 to the combination of Indonesian wildfires exacerbated by El Niño and anomalously low SST caused by the Indian Ocean Dipole (IOD) which caused increased upwelling of cold, nutrient-rich water in the region. Such upwelling events are associated with increased biological activity, which can lead to large algal blooms (often called “red tides”) (Genin et al., 1995). These events can limit oxygen supplies to coral reefs but usually pose only a minor threat as the biological activity is usually iron limited (Johnson et al., 2001). However, in October 1997 the ash cloud from the Indonesian forest fires dumped large quantities of iron on the ocean, causing one of the largest red tides the region had ever seen, leading to mass asphyxiation of the coral (Abram et al., 2003).

This event was examined using the Hobday framework, and Fig. 1a shows that the anomalous SST in the region may be classified as a category IV MCS with a duration of around 100 d peaking in early November.

Extreme low-SST events have also been linked to significant global weather events, which is illustrated by the second case study (Fig. 1b). Duchez et al. (2016) showed that the 2015 European summer continental heatwave, 1 of the top 10 hottest in the last 65 years, as well as several other severe European summer heatwaves, were preceded by anomalously cold SSTs in the North Atlantic, but establishing causality (if any) is the subject of further research.

The inset in Fig. 1b shows that a category III MCS prevailed over much of the region in 2015, with some areas classified as a category IV. Further time series analysis of a pixel within a category IV region shows an MCS with a duration of around 69 d peaking in late March.

In these examples, the Hobday category framework has been used to describe the severity of marine SST anomalies that have been linked with significant environmental and ecological events. Use of this framework may help researchers to better communicate the severity of both low- and high-SST anomalies with public and local officials, allowing the area to prepare for the effects of marine temperature extremes.

3.2 A global perspective of MHW and MCS distribution and strength

The average maximum intensity of events and the average number of yearly events for both MHWs and MCSs were calculated over the global domain for the period 1982–2021 to produce a map of the distribution of such events (Fig. 2). Figure 2a and b show that the mean maximum intensity of both types of events at most locations in the global ocean was 1 to 2 °C and between 2 and 4 °C in the Niño 3 region of the eastern Pacific (defined as 5° N–5° S, 90–150° W) (Trenberth, 1997). Moreover, other regions with higher-intensity
MHWs (sometimes exceeding 6 °C) also experienced MCSs of similar intensity. These regions of high-intensity MHWs—MCSs were also located in areas in which western boundary currents (WBCs) are found (NW Atlantic – Gulf Stream, SW Atlantic – Brazil Current, South Africa – Agulhas Current, Japan – Kuroshio Current; Le Traon and Morrow, 2001). WBCs are found at the western edges of ocean gyres and transport warmer waters towards the poles (Holbrook et al., 2019).

The average number of heatwaves per year was calculated for each pixel of the dataset and plotted. Examining Fig. 2c and d it can be seen that in most locations, MHWs were slightly more common than MCSs, with between one to three events detected per year compared to one to two MCS per year.

However, MHWs were rare in the Niño 3 region, occurring no more than once per year, while MCSs occurred between two and three times per year in the same region.

Regions with a higher frequency of MCSs tended to coincide with regions where they were more intense. The north-west Atlantic, south-west Atlantic, region off South Africa, and north-west Pacific off Japan all had up to three MCSs per year.

Schlegel et al. (2021) carried out a similar investigation into MCS count and intensity for the period 1982–2020, and Oliver et al. (2018) also did the same for MHWs for the 1982–2016 period. As mentioned earlier, Wang et al. (2022) compared the trends in MCSs and MHWs (using similar but different metrics). An important point to reiterate is that these previous studies had used the NOAA OISST dataset.

Despite the differences between investigations, it is remarkable that the spatial distribution of the values in Fig. 2 are very similar to the results from the previous investigations.

### 3.3 An exploration of linear trends in MHW and MCS events for each category

In order to determine whether there was a change in the number of MHWs and MCSs per year, a linear trend was calculated for each pixel of the global dataset and plotted (Fig. 3). Further plots were also generated for each event category, and contours were added wherever the trend exceeded a 99% confidence level.

Figure 3a shows that occurrences of MCSs in much of the Atlantic, Indian, and western Pacific oceans are decreasing at a rate of up to one event every 5 years and that these decreases exceed the 99% confidence interval for most of the region. Figure 3c shows a large decrease in category I (moderate) events at a rate of almost one event every 5 years at the locations which exceed the 99% confidence value. A smaller but still significant decrease in category II (strong) events of
Figure 2. Comparison of global MHW and MCS mean maximum intensity and frequency of occurrence during the period 1982–2021, calculated from product 2.1.1. (a) Mean MCS maximum intensity and (c) average number of MCSs per year at each grid point. (b) Mean MHW maximum intensity and (d) average number of MHWs per year at each grid point.

about one event every 20 years was also observed (Fig. 3e). Figure 3g and i show that category III and IV events are continuing to occur at a roughly constant rate. Therefore, the overall decrease in MCS is largely due to decreases in the numbers of category I and II events.

Figure 3b shows that MHWs in the central Atlantic, Indian, and western Pacific oceans are increasing by one event every 5 to 10 years, and this trend is significant to the 99 % confidence level in much of the region. Figure 3d and f show that this is largely due to increases in category I and II MHWs of up to one event per 10 years in much of the region. Figure 3h and j show that the trends in category III and IV MHWs are close to zero.

It is also notable that the southern Pacific Ocean (in particular, east of South America) goes against the general trends. Figure 3a shows that MCSs are becoming more frequent in the southern Pacific Ocean by one event every 10–20 years, which is largely due to increases in category II events (Fig. 3e). Meanwhile MHWs are also becoming less frequent in this region by one event every 10–20 years (Fig. 3b), which is largely due to decreases in category I events (Fig. 3d).

Interestingly, the increasing number of MCSs (for all categories) in the Southern Ocean was also observed by Schlegel et al. (2021), although their research did not determine whether events of a specific category were responsible for this behaviour.

Oliver (2019) determined that rising average SSTs were the main driver of trends in MHWs, which was also confirmed by Wang et al. (2022), who also determined that rising SSTs were responsible for trends in MCSs. In addition, climate change research has also found that, while SSTs are increasing on average, the southern Antarctic Ocean has cooled slightly (Auger et al., 2021; Rye et al., 2020; Armour et al., 2016). The observed spatial patterns in our results for MHWs and MCSs fits into a wider picture of the ocean’s behaviour changing as a consequence of climate change.

3.4 Changes in the affected ocean area over time

To investigate whether there are any changes in how much of the ocean is affected by MHWs and MCSs, each pixel was examined to determine the most severe event that had occurred in each year. This information was used to produce a time series for the fraction of the ocean area affected by an event (Fig. 4).

Figure 4 (left) shows that MCSs are now occurring in less of the ocean than historically. The amount of ocean where the highest MCS categories detected were category I and II has decreased from 41.8 % in 1982 to 25.3 % in 2021 and from 27.8 % in 1982 to 13.2 % in 2021 respectively, while the amount of ocean without any MCSs at all has increased from 26 % to 56.6 % in 2021. In contrast, category III and IV MCSs have been detected at a near constant ∼ 1 %–3 % of the ocean. This suggests that even in a warming world, extreme MCSs have so far remained consistently rare.

The investigation by Schlegel et al. (2021) also found that category III and IV events remained steady and that the area
Figure 3. Trends in the number of MCS and MHW events per year for (a) all MCSs, (b) all MHWs (c, e, g, i), category I–IV MCSs (d, f, h, j), and category I–IV MHWs. The year of an event has been defined as the year of peak intensity. Linear trends were calculated using a least-squares fit, and the contour line bounds the region where the trends exceed the 99% confidence level of a two-tailed t test compared to a constant rate of occurrence. The X markers indicate the inside of the contour to aid interpretation. Areas with no shading are where no events were detected.
of the ocean which experienced an MCS had decreased (61 % in 1982 to 25 % in 2020). However, their investigation differed in that they determined that this was mainly due to a decrease in category II–IV events.

Figure 4 (right) demonstrates that the area of ocean with no MHWs has seen a steady decline throughout the time period from 37.8 % in 1982 to 18.7 % in 2021, indicating that MHWs are occurring at more locations in the ocean. Breaking down the results by category, it can be observed that category I events were initially the most common; the area dominated by these events increased from 25.9 % to 43.8 % between 1982 and 2006 before decreasing sharply to just 23.3 % in 2021. In the same period, the area of ocean where II was the highest MHW category increased from 23.6 % to 34.8 % in 2021, overtaking category I as the most common category. The amount of ocean where the highest category was III or IV initially remained at around 3 % and 6 % respectively until 2008, after which there was a sharp increase in both categories to 7.7 % for category III and 15.4 % for category IV in 2021. The spatial increase in these categories is especially a cause for concern since these types of events tend to have more dramatic impacts compared to lower-category events (Hobday et al., 2018).

It is also interesting to note that the same investigation by Hobday et al. (2018) also produced a graph displaying a similar behaviour (a reduction in “no events” and category I MHWs and an increase in other categories).

4 Conclusions

In this study, we have compared global MHWs and MCSs in the period 1982–2021. We have revealed that the mean peak intensity of MHWs and MCSs at most locations was 1 to 2 °C and the mean peak intensity was highest (up to 6 °C for both kinds of event) in regions where western boundary currents dominate. We have also shown that in much of the ocean, MCSs have become less frequent by around one event every 5 years, while there is one extra MHW event every 5 to 10 years. Most of the changes are due to increases in category II–IV MHWs and decreases in category I and II MCSs. However, events in parts of the Southern Ocean go against these trends with MHWs becoming slightly less frequent and MCSs becoming more frequent. Category III and IV MHWs remain less common than the less severe events, and at individual locations they are occurring at a slightly increased rate over time. However, these events are becoming more widespread. Category III and IV MCSs are rare but are continuing to occur at near-constant rates in much of the ocean.

The average global frequency and maximum intensity (Fig. 2) and the trend analysis for all categories of events (Fig. 3a and b) had a similar spatial distribution to the MCS results obtained by Schlegel et al. (2021) and Wang et al. (2022) as well as the MHW results obtained by Oliver et al. (2018). The temporal changes in the ocean area affected (Fig. 4) were also similar to the results from investigations carried out by Schlegel et al. (2021) and Hobday et al. (2018).

The mechanisms that drive these trends in MHWs and MCSs are still under investigation, and further research would provide valuable insight into the changing nature of
MHWs and MCSs. Future research also should focus on improving understanding of how MCSs form and their impact on ocean ecosystems as well as on developing tools for predicting when they will occur, allowing for early warnings of these events. Although more research is required to quantify the differences in the outputs from the OISST and OSTIA datasets and their relative confidence levels, the similarity of the results strengthens the argument that these events are not just a feature of their input dataset.

It also demonstrates the potential of using OSTIA for future MHW–MCS investigations. Research carried out by Yang et al. (2021) showed that the full-resolution OSTIA was superior to OISST in resolving smaller oceanic features. Unfortunately, fundamental limitations in the R programming language prevented us from using the full-resolution OSTIA dataset in this investigation. However, this presents an excellent topic for a follow-up investigation using the full-resolution dataset (using a Python version of the MHW code) to determine whether this brings about improvements in MHW–MCS detection or delivers greater insights into their formation and behaviour.

**Data availability.** Publicly available datasets were used and are available from CMEMS (Table 1).

**Author contributions.** MW generated the initial datasets for the period 1982–2020 required for the investigation. RP processed the data to produce the results outlined above and wrote the first draft of the report. When data for 2021 became available, MW then updated the results with the latest data and performed the necessary rewrites for the review and submission process. SG also reviewed and edited the report.

**Competing interests.** The contact author has declared that none of the authors has any competing interests.

**Disclaimer.** Publisher’s note: Copernicus Publications remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

**Acknowledgements.** The authors would like to acknowledge the following contributors: Robert Schlegel and Albertus Smit for their support with adapting the heatwaveR package to process global data and more generally making their excellent software available to the wider research community so that we can all benefit and Owen Embury of Reading University who made available his verification software, which was used in order to check that the code used to regrid the OSTIA dataset did not degrade the quality of the data. The OSTIA and OISST datasets were compared to independent in situ SST measurements and found to be similar. The results of this investigation were not included in this report since it was a quality control check rather than a research investigation. More information can be obtained from the authors on request.
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Abstract. The variability in the South Atlantic Meridional Overturning Circulation (MOC) and meridional heat transport measured across 34.5°S during 2013–2017 differs significantly between observational and ocean reanalysis estimates. Variability in an ocean reanalysis ensemble and an eddy-resolving reanalysis is similar to an altimeter-based estimate but smaller than energy-budget and mooring-based estimates. Over 1993–2020, there is no long-term trend in the ensemble-mean overturning and heat transport, although there are inter-model differences, whereas the altimeter-based and energy-budget estimate transports increase over this period. Time-mean overturning volume transport (and the depth of maximum overturning) across 34.5°S in the ensemble and observations are similar, whereas the corresponding mean heat transports differ by up to 0.3 PW. The seasonal cycle of these transports varies between estimates, due to differences in the methods for estimating the geostrophic flow and the sampling characteristics of the observational approaches. The baroclinic, barotropic, and Ekman MOC components tend to augment each other in mooring-based estimates, whereas in other estimates they tend to counteract each other, so the monthly-mean, interannual, and seasonal MOC anomalies have a greater magnitude in the mooring-based estimates. Thus, the mean and variation in real-world South Atlantic transports and the amplitude of their fluctuations are still uncertain. Ocean reanalyses are useful tools to identify and understand the source of these differences and the mechanisms that control volume and heat transport variability in the South Atlantic, a region critical for determining the global overturning pathways and inter-basin transports.
Table 1. Data products used in this study, including documentation where available.

<table>
<thead>
<tr>
<th>Product</th>
<th>Product ID and type</th>
<th>Data access</th>
<th>Documentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GLOBAL_REANALYSIS_PHY_001_031 (C-GLORSv7 and GLORYS2V4) [1993–2020]; numerical models</td>
<td>EU Copernicus Marine Service Product (2022a)</td>
<td>(QUID): Desportes et al. (2022)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(PUM): Gounou et al. (2022)</td>
</tr>
<tr>
<td>3</td>
<td>GloRanV14 global ocean reanalysis [1993–2021]</td>
<td>Updated version of FOAM/GloSea5 from product ref. 1, EU Copernicus Marine Service Product (2022a). In progress for Copernicus Marine implementation</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>GLOBAL_MULTIYEAR_PHY_001_030 (GLORYS12V1) [1993–2019]; numerical models</td>
<td>EU Copernicus Marine Service Product (2022b)</td>
<td>(QUID): Drévillon et al. (2022a)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(PUM): Drévillon et al. (2022b)</td>
</tr>
<tr>
<td>5</td>
<td>South Atlantic Meridional Overturning Circulation – Basin-wide Array (SAMBA) observations for 2013–2017</td>
<td>Data from the Southwest Atlantic MOC project (SAM) are funded by the DOC-NoAA Climate Program Office – Ocean Observation and Monitoring Division. These data are freely available via <a href="http://www.aoml.noaa.gov/phod/research/moc/samoc/sam/">http://www.aoml.noaa.gov/phod/research/moc/samoc/sam/</a> (last access: 1 December 2022).</td>
<td>Kersalé et al. (2020) for MOC, Kersalé et al. (2021) for MHT</td>
</tr>
<tr>
<td>6</td>
<td>Blended in situ and satellite altimeter estimates for 1993–2021 (Dong et al., 2021)</td>
<td></td>
<td>Dong et al. (2021)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Liu et al. (2020)</td>
</tr>
<tr>
<td>8</td>
<td>Energy-budget estimates of Trenberth et al. (2019a) [2000–2016]</td>
<td></td>
<td>Trenberth et al. (2019a)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Data products used in this study, including documentation where available.
1 Introduction

The Meridional Overturning Circulation (MOC) modulates climate on seasonal to millennial timescales via its meridional transport of freshwater, heat, and carbon through the global ocean (Rahmstorf, 2015; Weijer et al., 2019; Buckley and Marshall, 2016). It is therefore important to understand how the Atlantic MOC (AMOC), which dominates the upper cell of the global MOC, is changing. Changes in overturning in the South Atlantic are particularly important because they play a crucial role in determining the pathways of the global overturning circulation (Baker et al., 2021, 2020; Xu et al., 2022; Nadeau and Jansen, 2020), while freshwater transports in the South Atlantic impact the stability of the AMOC (Garzoli and Matano, 2011; Hawkins et al., 2011; Weijer et al., 2019, 2002). Transport changes here could determine the rate at which the AMOC weakens in response to increased greenhouse gas emissions (Weijer et al., 2020; Collins et al., 2019), beyond the weakening that may already have occurred over the past century (Caesar et al., 2018; Rahmstorf, 2015; Thornalley et al., 2018).

From September 2013 to July 2017, the expanded nine-site South Atlantic Meridional Overturning Circulation – Basinwide Array (SAMBA) (Fig. 1c) has collected measurements from which both daily meridional transports of heat and volume across 34.5°S can be estimated (Kersalé et al., 2020, 2021). Volume transports were also estimated during 2009–2010 using the two-site pilot configuration of the SAMBA array (Meinen et al., 2018, 2013). These studies have improved our understanding of the variability in the overturning circulation and meridional heat transport (MHT) in this region. The SAMBA array has improved mooring coverage since 2021 (Chidichimo et al., 2023), but data recorded after 2017 have yet to be incorporated into published AMOC or MHT estimates.

Since MOC and MHT estimates are currently only available from SAMBA during 2013–2017, longer-term variations must be inferred using model-based and alternative observation-based estimates (Garzoli et al., 2013; Goes et al., 2015; Dong et al., 2009; Mignac et al., 2018; Bietz et al., 2021; Cañizos et al., 2022). This includes transport estimates derived from satellite sea level anomalies (SLAs) and in situ data (Dong et al., 2015; Majumder et al., 2016). Although Majumder et al. (2016) found large differences between ocean reanalyses and their observation-based estimate from 2000–2014, ocean reanalyses agree better with observations than free-running models (Mignac et al., 2018). Dong et al. (2021) generated MOC and MHT estimates over 1993–2021 from a synthetic method combining in situ and satellite data (updated from Dong et al., 2015) that agreed well with expendable bathythermograph (XBT)-derived MOC and MHT estimates in the South Atlantic. The MHT estimates from Dong et al. (2021), however, differed significantly from energy-budget MHT estimates produced by Trenberth et al. (2019b). All of the aforementioned transport estimates vary less than the nine-site SAMBA array estimates (Kersalé et al., 2021, 2020).

We aim to build upon these studies by comparing an ensemble of global ocean reanalyses (product refs. 1, 2, 3) directly against the observation-based estimates available over the SAMBA (2013–2017) and the altimetry (1993–2020) time periods. We also compare the reanalyses with new energy-budget MHT estimates at 34.5°S, which are analogous to an estimate at 26°N in the North Atlantic of Mayer et al. (2022), which is well correlated with observed transports across the RAPID array. While SAMBA array studies have primarily focused on daily-to-seasonal variability, here we focus on monthly-to-interannual variability. All of the time series were averaged to represent monthly values prior to further analysis.

Ocean reanalyses may provide realistic three-dimensional estimates of past changes in the South Atlantic overturning and heat transport (Mignac et al., 2018) and thus could be a useful tool to infer the nature and cause of past MOC and MHT variability. An earlier version of the reanalysis ensemble used in this study provides a good representation of the subtropical and subpolar North Atlantic overturning circulation (Jackson et al., 2018, 2019; Baker et al., 2022); thus, it may also accurately simulate changes in the South Atlantic.

2 Data and methods

2.1 Data

We use an ensemble of eddy-permitting (1/4° horizontal resolution) global ocean reanalyses. These are GloRanV14 (an improvement on GloSea5; MacLachlan et al., 2015), C-GLORSv7 (Storto et al., 2016), GLORYS2V4 (Lellouche et al., 2013), and ORAP6 (Zuo et al., 2021). Together, these four reanalyses form a new Copernicus Marine Environment Monitoring Service (CMEMS) reanalysis ensemble, updating product ref. 1 (see Table 1). We also use an eddy-resolving (1/12°) global ocean reanalysis: GLORYS1V1 (product ref. 4). Each reanalysis uses the NEMO (Nucleus for European Modelling of the Ocean) model, but the sea-ice model and data assimilation techniques differ. Each reanalysis is constrained by observations and is driven by atmospheric forcing from either ERA5 (Hersbach et al., 2020) or ERA-Interim (Dee et al., 2011) over the period 1993–2020, with GloRan extended to December 2021. They all assimilate satellite SLA, sea-ice concentrations, and in situ temperature and salinity, and they either assimilate satellite sea surface temperature (SST) or implement SST nudging.

We compare the MOC and MHT from the ensemble with the SAMBA-based estimates of Kersalé et al. (2020, 2021), the altimeter-based estimate of Dong et al. (2021), and the energy-budget MHT estimates of Trenberth et al. (2019b) and Mayer et al. (2022).

The energy-budget estimates of Mayer et al. (2022) calculate the net surface heat flux using top-of-the-atmosphere
radiative fluxes from CERES-EBAF (Loeb et al., 2018) with a backward extension (Liu et al., 2020) and atmospheric energy-budget quantities from ERA5 (see Mayer et al., 2021a, for methods). These are combined with ocean heat content (OHC) tendencies from ocean reanalyses to infer the MHT. Mayer et al. (2022) use OHC tendencies from ORAP6 (“Mayer.ORAP6” in figures); here we use an additional (unpublished) ORAS5-based estimate (“Mayer.ORAS5”), using OHC tendencies from ORAS5 (Zuo et al., 2019), the same as that used in the Trenberth et al. (2019b) estimate. For further details, see the Supplement. We note that energy-budget estimates may accumulate errors at southern latitudes, since they are integrated southward from high, northern latitudes (Dong et al., 2021).

2.2 Methods

Ensemble mean and spread and the time mean of the altimeter-based and Mayer energy-budget estimates are calculated over 1993–2020 and over the 2013–2017 SAMBA observational period. We calculate monthly-mean MOC across 34.5°S in depth coordinates, using commonly applied methods (e.g. Frajka-Williams et al., 2019), integrating monthly-mean velocity from coast to coast and from the surface down to the seafloor with a zero-net-volume transport constraint applied. Without this constraint, the ensemble mean has a net southward transport through the section over the observational period of 1.14 Sv (as do the individual reanalyses), and GLORYS12V1 has a net southward transport of 3.1 Sv, but the constraint only has a small impact on MOC estimates (Table 1). For the reanalysis, the MHT is calculated by integrating the product of monthly-mean model velocity and temperature (scaled by density and specific heat coefficient) across the whole section with a zero-net-volume transport constraint applied. Each observational product applies its own constraint to reference the flow due to differences in their geostrophic techniques. The altimeter-based dataset references the flow to the time-mean YoMaHA velocities at 1000 m (Katsumata and Yoshinari, 2010; Lebedev et al., 2007) and uses a zero-net-mass transport constraint (Dong et al., 2021). Kersalé et al. (2020) use models to reference the time-mean barotropic component at 1500 db, and bottom pressure measurements from the moorings provide the time-varying barotropic velocity component.

We calculate the overturning profiles, the monthly-to-interannual variation, and the seasonal cycles of the upper-cell MOC and the total MHT in each dataset. We separate the transports into their Ekman and geostrophic components. In the reanalyses, the Ekman component is calculated using the ERA5 or ERA-Interim wind stress, and for MHT, the zonal-mean SST across the section is used, assuming SST is representative of the Ekman layer temperature. The geostrophic component is calculated as a residual of the total and Ekman transports.

We also calculate the baroclinic and barotropic components of the ensemble’s geostrophic MOC. We use thermal wind balance and the model’s geopotential height anomalies to estimate the baroclinic velocities (see, e.g., Perez et al., 2011), integrating these from the deep ocean to the surface. The reference level is set ∼ 1000 m above the ocean floor,
above the unphysically large zonal gradients in geopotential height anomaly that exist in the deepest layers of the model. Thus, the reference level depth varies spatially (~2000 to ~4000 m deep) due to the bathymetry, but it is constant in time. The reference velocity is not required to calculate the baroclinic MOC anomalies, so we set the baroclinic velocity to 0 at the reference level depth. A visual inspection confirmed that the large month-to-month spatial variations in the baroclinic velocity field are in good agreement with the associated changes in the total velocity field. We tested the method using different reference level depths that generated similar monthly-mean MOC anomalies (not shown). We calculate the baroclinic component of the MOC by integrating the baroclinic velocities from the surface down to the depth of the time-mean total MOC maximum in each reanalysis (~1250 m over 2013–2017). We calculate the barotropic component as a residual of the geostrophic and baroclinic MOC anomalies. The baroclinic and barotropic MOC anomalies in the reanalyses and in SAMBA estimates are not directly comparable because the reference levels differ. However, our baroclinic MOC anomaly estimate in the reanalyses accounts for baroclinic velocity variations from around 1000 m above the ocean floor to the surface over which the velocities are greatest and have large monthly variation.

3 Results

3.1 MOC profiles and statistics of variability

The ensemble of reanalyses captures the main structure of the observed overturning profile (Fig. 1a). The depth and strength of the maximum overturning is similar among all estimates with a range of ~15–18 Sv (Fig. 1a). The profiles diverge in the deeper ocean, with a weaker than observed lower overturning cell and southward flow in the ensemble (i.e. the MOC decreases more gradually with depth). The reanalyses are less accurate at depth due to there being fewer observations to constrain the flow. The overturning profiles of the ensemble and GLORYS12V1 in density space have no negative transport (i.e. no abyssal cell), and their MOC is stronger than in depth space (Fig. 1b). The temporal variability in their upper MOC strength at 34.5° S, however, is fairly insensitive to the vertical coordinate system used for integration (Fig. S1 in the Supplement). We therefore focus on the MOC in depth space because the reanalyses can then be directly compared with the observational estimates.

We analyse the basic statistics of the variability in the maximum MOC strength and the MHT by looking at their time mean and standard deviation over 2013–2017 and 1993–2020. The time-mean MOC estimates have a range of 15.5–18.7 Sv, with the ensemble mean (labelled “mean” in figures) being only slightly weaker than the altimeter-based estimate and that observed across SAMBA (crosses in Fig. 2a). The time-mean MHT estimates have a range of 0.31–0.61 PW (crosses in Fig. 2c). Relative to the ensemble-mean values (MOC: 16.56 Sv; MHT: 0.36 PW), the time-mean MHT range has a 75 % increase from its minimum to its maximum value (excluding the energy-budget estimates) compared to only a 20 % increase for the time-mean MOC range. These ranges are within the documented uncertainty in SAMBA (Table 2). The ensemble-mean MHT is similar to the energy-budget estimates based on Mayer et al. (2022) (Fig. 2c). While there is inter-model spread in the ensemble time-mean transports (crosses in Fig. 2b, d), the spread is smaller than the uncertainty in SAMBA (Table 2), although it is more comparable for the MHT than for the MOC.

Monthly-mean variability (i.e. the standard deviation) of MOC and MHT in the ensemble is similar to the altimeter-based estimate over 2013–2017 and 1993–2020, whereas variability observed from SAMBA is much greater (Figs. 2a, c and 3a–d; Table 2), with significant differences (p < 0.05 in an F test for the equality of two variances). Similarly, the ensemble-mean time series is significantly (p < 0.05) correlated with the altimeter-based estimate (r = 0.63 for MOC; r = 0.77 for MHT; both over 2013–2017), but it is not well correlated with SAMBA (r < 0.1). The monthly-mean SAMBA estimates (Fig. 3a, b) and the Mayer energy-budget MHT estimates have high-frequency variations of comparable magnitude (Fig. 3b, d and Table 2), although their variability is uncorrelated. Mayer_ORAP6 is weakly correlated with the ensemble mean and altimeter-based estimate (r = 0.14 and r = 0.19 over 1993–2017 and r = 0.28 and r = 0.32 over 2013–2017, for the respective datasets). Mayer ORAS5 has a higher correlation with the ensemble mean and altimeter-based estimate (r = 0.30 and r = 0.32 over 1993–2017 and r = 0.52 and r = 0.57 over 2013–2017, for the respective datasets). The GloRan reanalysis run with and without assimilating altimetry data (not shown) has a similar correlation with the altimeter-based estimate (r = 0.52 vs. r = 0.56 for MOC over 2013–2017). Thus, the strong correlation between ensemble mean and altimeter-based estimates is not dependent on directly assimilating altimetry data. The experimental reanalysis does, however, still assimilate in situ and satellite temperature and salinity data, which would serve to constrain thermosteric and halosteric contributions, respectively, to sea level. In the 12-month running mean estimates (Fig. 3e, f), the ensemble mean is only weakly correlated with the altimeter-based estimate (r = 0.24 for MOC; r = 0.25 for MHT), so their high monthly-mean correlation is largely due to similar seasonal variability.

The GLORYS12V1 reanalysis has a larger time-mean MOC and MHT than the ensemble mean (and GLORYS2V4). It has similar monthly-mean variability to the lower-resolution reanalyses: slightly larger than the ensemble mean but smaller than GLORYS2V4 (Table 2). It is also significantly correlated with the ensemble mean (r = 0.80 for MOC and r = 0.84 for MHT over 1993–2019). Thus, fully resolving (as opposed to only permitting) eddies in the ocean reanalyses considered here is important to infer the time-
Table 2. Time mean and uncertainty (or ensemble spread) and monthly-mean variability and trends of the maximum MOC and the MHT across 34.5°S, for the ensemble mean (product refs. 1, 2, 3), GLORYS12V1 (product ref. 4), SAMBA observations (product ref. 5), an altimeter-based estimate (product ref. 6), and energy-budget estimates (product refs. 7 and 8). All volume transports are referenced to 0 at the surface. The time-mean MOC and monthly-mean variability calculated in the ensembles using no net-zero-transport constraint is added in parentheses. Trends that are statistically insignificant ($p > 0.05$) are labelled NS.

<table>
<thead>
<tr>
<th>Variable Statistic</th>
<th>Ocean reanalyses</th>
<th>Energy-budget estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOC Mean ± uncertainty (2013–2017)</td>
<td>16.56 ± 0.37 (16.29)</td>
<td>17.29 ± 5.0</td>
</tr>
<tr>
<td>MHT Mean ± uncertainty (2013–17)</td>
<td>0.36 ± 0.03</td>
<td>0.50 ± 0.23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ensemble GLORYS12V1</th>
<th>SAMBA Altimeter</th>
<th>Trenberth Mayer ORAS5 Mayer ORAP6</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOC Mean ± uncertainty (1993–2020)</td>
<td>16.38 ± 0.66 (16.11)</td>
<td>17.94 ± 0.90</td>
</tr>
<tr>
<td>MHT Mean ± uncertainty (2013–17)</td>
<td>0.37 ± 0.04</td>
<td>0.58 ± 0.23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable Statistic</th>
<th>Ensemble GloRanV14 C-GLORSv7 ORAP6 GLORYS2V4</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOC Trends (Sv per decade) (1993–2020)</td>
<td>1.18 (NS)</td>
</tr>
<tr>
<td>MHT Trends (PW per decade) (1993–2020)</td>
<td>0.042 (NS)</td>
</tr>
</tbody>
</table>
mean transports across 34.5° S, but it has minimal impact on the variation in the monthly-mean transports.

The 12-month running mean MOC and MHT in the ensemble over 1993–2020 are relatively stable (Fig. 3e, f), with similar ensemble-mean values to those during 2013–2017 (Table 2) and no significant trend over 1993–2020. However, the individual reanalyses have significant ($p < 0.05$) trends in the MOC over 1993–2020 with differing sign and magnitude (Table 2). In contrast, only GloRan has a significant (increasing) trend in MHT ($\sim 0.042$ PW per decade). GLORYS12V1 has no significant trend in MOC or MHT. Hence, there is uncertainty in the long-term trends amongst the reanalyses.

The altimeter-based estimate has significant ($p < 0.05$) increases in MOC ($\sim 0.66$ Sv per decade) and MHT ($\sim 0.036$ PW per decade) over 1993–2020. The aforementioned MHT trends are similar over 1993–2016 (GloRanV14: $\sim 0.047$ PW per decade; altimeter: $\sim 0.032$ PW per decade). There is a significant increase in MHT over 1993–2016 in both the ORAS5-based ($\sim 0.086$ PW per decade) and the ORAP6-based ($\sim 0.094$ PW per decade) Mayer estimates. The Trenberth estimate has a significant but weak decline ($\sim -0.010$ PW per decade) over 2000–2016; the Mayer estimates also decline over this period, but the trend is insignificant.

The 12-month running mean from SAMBA is entirely different to other estimates (Fig. 3e, f), with a rapid increase in the MOC ($\sim 14$ Sv) and MHT ($\sim 0.7$ PW) from March 2014 to June 2016, followed by a rapid decline. Although an extended time series is needed to determine longer timescale variations, the interannual variability captured by SAMBA over 2013–2017 exceeds that of other estimates. Only the Mayer MHT estimates have interannual variations of comparable magnitude, but those variations occur before 2013 (Fig. 3f).

### 3.2 Seasonal cycles

There is a predominantly annual cycle in the ensemble mean and altimeter-based transports, unlike the SAMBA seasonal cycle that has a stronger semi-annual variability (Fig. 3c, d). While we show the ensemble mean and altimeter-based seasonal cycles over 2013–2017 (Fig. 4), the seasonal cycles derived over the full record lengths are similar (not shown). The ensemble and altimeter-based overturning are weakest in austral summer, but the ensemble is strongest in May/June, peaking 2 months after the altimeter-based estimate (Fig. 4a, b). In contrast, the MOC in SAMBA is dominated by a semi-annual signal, with minima in April and September and maxima in August and December. There are year-to-year var-

---

**Figure 2.** Whisker–box plots of the monthly-mean MOC (a, b) and MHT (c, d) across 34.5° S over the SAMBA observational period (2013–2017), using the same products as in Fig. 1. Energy-budget estimates Mayer_ORAP6 and Mayer_ORAS5 (yellow; product ref. 7) are also used for the MHT. Reanalyses analysed are shown in (b) and (d) with a reduced scale to highlight the differences between models. Boxes represent the interquartile range (IQR) with the median (line) and mean (crosses) shown. Whiskers cover a range of values up to 1 IQR beyond the upper and lower quartiles, and diamonds are outlying values beyond this range. Note: the x-axis scale changes between panels (a) and (c), on the one hand, and (b) and (d), on the other.
Figure 3. Time series of the monthly overturning (a, c, e) and heat transport (b, d, f) anomalies nominally across 34.5° S, with monthly-mean values from September 2013 to July 2017 (a, b) and over 1993–2021 (c, d) and 12-month running mean values over 1993–2021 (e, f) in the four reanalyses of the ensemble, ensemble mean (red), GLORYS12V1 (pink), SAMBA observations (black), an altimeter-based estimate (green), and energy-budget estimates (yellow and brown, product ref. 8). Labels, shading, and product information as in Fig. 1. The horizontal grey dotted lines in (d) divide the y axis into two linear scales, with the y axis compressed above the line. Note: Trenberth energy-budget estimate is for latitude 33.5° S.

ations in the annual cycles of all estimates (not shown), with variations in phase, shape, and magnitude. In SAMBA, 4 years of observations are not long enough to examine the sensitivity of the seasonal cycle to changing the time period, but given the strong high-frequency variations, the seasonal cycle based on 4 years of data is unlikely to be robust.

The shape of the seasonal cycle in MHT is similar to that of the MOC for each estimate as expected given the high correlation between the monthly-mean MHT and MOC ($r = 0.90$, $r = 0.91$, and $r = 0.96$ for the ensemble mean, altimeter-based estimate, and SAMBA, respectively, over 2013–2017). The Mayer energy-budget estimates have seasonal cycles dominated by an annual signal, with a larger magnitude range than other estimates. They are similar to the Trenberth estimate but with greater month-to-month variability. However, when averaged over the 2000–2016 period used in the Trenberth estimate rather than 2013–2017, they become smoother and closer to the ensemble (“Mayer_ORAS5_2000–16” in Fig. 4).

Year-to-year variations in the annual cycles of each estimate over 2013–2017 (not shown) and differences in the climatological seasonal cycle between each estimate (Fig. 4) stem from their geostrophic differences (Fig. 4e, f) because the Ekman annual cycles are similar year to year (not shown) and for all estimates (Fig. 4c, d). Differences between estimates are clearer in the geostrophic component, peaking before the ensemble mean in the altimeter-based estimate and after the ensemble mean in SAMBA. Thus, the Ekman and geostrophic components tend to counteract each other in the altimeter-based estimate and augment each other in SAMBA. This causes a greater increase in the magnitude of the total MOC and MHT seasonal cycles (relative to their geostrophic components) in SAMBA than it does in the altimeter-based estimate but a greater change in the seasonal cycle phase and shape in the altimeter-based estimate (cf. Fig. 4a, b and e, f). The relative contribution of the Ekman component to the total MOC and MHT in the ensemble is nonetheless significantly greater than in SAMBA. In the ensemble mean (and in GLORYS12V1 and SAMBA), the geostrophic component of the MOC (Fig. 4e) has a second peak in November or December (i.e. austral spring or summer) and thus has a semi-annual signal. Although the increase in the MOC to
Figure 4. Seasonal cycles of (a, c, e) the overturning and (b, d, f) the MHT anomalies across 34.5° S, averaged over the SAMBA observational period from September 2013 to July 2017. The exception is the energy-budget MHT estimate of Trenberth et al. (2019b), which is averaged over 2000–2016, and also the ORAS5-based Mayer energy-budget estimate, “Mayer_ORAS5_2000–16” (olive), which is averaged over the same period for comparison. The total (a, b), Ekman (c, d), and geostrophic (e, f) components of these transports are plotted. Labels, shading, and product information are as in Figs. 1 and 3.

3.3 Baroclinic and barotropic components

We investigate possible causes of the difference in variability between SAMBA and the ensemble by separating the geostrophic MOC anomalies into their baroclinic and barotropic components. The baroclinic and barotropic components of the MOC are not directly comparable between the ensemble and SAMBA due to differences in the reference level depth, but this probably has little impact on the differences between these estimates (see Sect. 2.2). The seasonal cycles of these components largely counteract each other in the ensemble, with their sum equal to the geostrophic component (Fig. 5). By contrast, these components tend to augment each other in SAMBA (Fig. 5), so their geostrophic seasonal cycle has variations of a greater magnitude. The baroclinic component tends to dominate in both datasets, primarily controlling the phase of the geostrophic MOC seasonal cycle (Fig. 5). Although the barotropic component tends to counteract the baroclinic component in the ensemble, it has a notable effect on the phase of the geostrophic MOC seasonal cycle over 2013–2017 unlike over 1993–2020. Thus, while differences in the seasonality of the baroclinic MOC component account for most of the difference in the seasonality of the geostrophic MOC, differences in the barotropic component between the ensemble and SAMBA also play a role.

We also analyse the monthly-mean and interannual variations in the baroclinic and barotropic components of the MOC anomalies (Fig. 6). Both the baroclinic and the barotropic components of the MOC have similar monthly-
mean variability in the ensemble and in SAMBA over 2013–2017 (Fig. 6d, e), although the baroclinic variability is slightly higher in SAMBA (7.5 Sv vs. 5.3 Sv). Similarly, the interannual variability in the baroclinic and barotropic components has similar peak-to-trough magnitudes over 2013–2017 in the ensemble and SAMBA (Fig. 6f). However, since the barotropic component counteracts the baroclinic component in the ensemble, the geostrophic and total MOC anomalies in the ensemble have much smaller monthly-mean and interannual variability than in SAMBA (Fig. 6a, b, f and Table 2). The monthly-mean and 12-month running mean baroclinic and barotropic components in the ensemble have even larger variability over 1993–2020, but these components counteract each other over the whole period (Fig. 6f).

4 Discussion

Seasonal variations in the baroclinic component of the MOC in the ensemble over 1993–2020 are caused by seasonal variations in both the eastern and western boundary volume transports, with variations in the western boundary tending to dominate. Over 2013–2017, there is much larger spatial variability in the seasonal transport, with significant contributions to the seasonal variations from the interior as well as from the boundaries. Therefore, differences in the MOC seasonality between datasets is likely caused by seasonal variations in both the boundary currents and the interior baroclinic transports. A spatial analysis of the baroclinic transports in SAMBA could determine the regions responsible for the seasonality of this component and thus why it differs from the ensemble.

The altimeter-based estimate uses reference velocities at 1000 m depth that are constant in time. Thus, the barotropic component has no temporal variability, so the geostrophic MOC anomalies only account for baroclinic transport anomalies above 1000 m. Given the baroclinic component primarily determines the shape of the seasonal cycle in the ensemble and SAMBA, the fact the barotropic component is constant in the altimeter-based estimate may not significantly impact its estimate of the MOC’s seasonal cycle phase. However, the magnitude of its monthly, interannual, and seasonal variability may be affected if temporal changes
in the barotropic component are important, as suggested by the ensemble and SAMBA estimates of this component. The reference level depth used in the reanalyses (i.e. not in our baroclinic and barotropic component estimates but that implemented in the models and thus in the geostrophic estimate) is the ocean floor, closer to the depths used to estimate the time-varying barotropic component in SAMBA. Thus, differences in the reference level are unlikely to cause the differences in the geostrophic component between SAMBA and the ensemble. However, differences in the methods used to estimate the barotropic velocity at that reference level could cause some of the difference.

We have shown that the monthly-mean MOC variability (i.e. standard deviation) is greater in SAMBA than in the ensemble and altimeter-based estimate, primarily because the Ekman, barotropic, and baroclinic components augment each other in SAMBA, whereas they tend to counteract each other in the ensemble and altimeter-based estimates. While the standard deviation provides an insight into the month-to-month fluctuations, it does not determine the frequency of these fluctuations. Both the baroclinic and barotropic components have more frequent monthly fluctuations in SAMBA than in the ensemble (Fig. 5). These high-frequency variations could be caused by ocean eddy variability and variations that were previously under-resolved with only two mooring sites and are now better resolved but likely still aliased with nine sites.

5 Conclusions

An ensemble of global ocean reanalyses from CMEMS provides a useful estimate of the magnitude and variability in the South Atlantic MOC and MHT, although it differs substantially from estimates based on SAMBA array data at 34.5° S, observed between 2013 and 2017. The ensemble is compared with several other estimates of the MOC and MHT, which differ in many aspects from – but also have similarities with – the reanalyses.

The ensemble-mean (and 1/12° GLORYS12V1 reanalysis) transports have no long-term trend over 1993–2020, although the trends in the individual reanalyses differ, and observational estimates increase over this period. All estimates of the time-mean MOC are similar (∼ 15.5–18.7 Sv), but relative to the ensemble-mean value there is greater spread in the MHT (0.31–0.61 PW), with the ensemble mean weaker than SAMBA observations. Monthly-mean MOC and MHT in the ensemble, the 1/12° GLORYS12V1 reanalysis, and an altimeter-based estimate (Dong et al., 2021) vary signif-

Figure 6. Time series of (a–e) monthly-mean (2013–2017) and (f) 12-month running mean (1993–2019) MOC anomalies showing the geostrophic (blue), baroclinic (red), and barotropic (green) components in (a) the ensemble, (b) SAMBA, and (c–f) both the ensemble (solid lines) and SAMBA (dashed lines).
icantly less than those from the SAMBA array. In contrast, energy-budget estimates of MHT (Mayer et al., 2022) have a large monthly-mean variability comparable to SAMBA. Both the monthly-mean MOC and MHT in the ensemble are significantly correlated with the altimeter-based estimate across the whole 1993–2020 period (although most of the skill is from the seasonal cycle), whereas correlations with SAMBA estimates are not significant.

While there is interannual variability in the reanalyses and altimeter-based estimate over 1993–2020, SAMBA observations and some energy-budget MHT estimates have much larger interannual variability. The climatological seasonal cycles of the MOC and MHT vary considerably in phase and magnitude between estimates due to differences in the geostrophic flow, with good agreement in the Ekman contributions among all datasets considered. Differences in the baroclinic component of the MOC are most important for determining the phase of the seasonal cycle in both the reanalyses and SAMBA, although the barotropic component also plays a role. The baroclinic, barotropic, and Ekman MOC components tend to augment each other in SAMBA, whereas they tend to counteract each other in the ensemble and altimeter-based estimate. Thus, in SAMBA the monthly-mean, interannual, and seasonal MOC anomalies have a greater magnitude than in the ensemble and altimeter-based estimate. This causes a large increase in the monthly-mean standard deviation of the total MOC in SAMBA. The baroclinic and barotropic MOC anomalies also have more frequent monthly-mean fluctuations in SAMBA.

Further insight into the cause of the similarities and differences between the ensemble, SAMBA and the altimeter-based estimate might be found by comparing the monthly-mean density profiles of these estimates. This could show how contributions from the baroclinic velocity to the geostrophic MOC anomalies vary between the datasets, including their spatial variations, and how these lead to differences in seasonality. Similarly, the barotropic velocity (vertically averaged velocity) in the reanalyses can be compared with that used by the in situ altimetry and SAMBA methods to reference the flow. We also suggest exploring the horizontal resolution of SAMBA moorings used on the boundaries since it may alias variability here, with too few sites over steeply sloping topography. The impact of array resolution on SAMBA could be inferred by recalculating the baroclinic and barotropic components of the MOC in the ensemble using only a subset of their vertical density profiles. Reanalyses could therefore provide information on whether modifications to the observational density across the SAMBA array may provide more robust observational transport estimates.

Use of the expanded set of moorings will also allow us to determine the importance of the aliasing of variability on the boundaries. Since the reanalyses are in reasonable agreement with altimeter-based estimates but not with SAMBA, this prompts closer inspection of the methodologies used to make the computations.

To summarise, an ensemble of ocean reanalyses appears to be a useful tool to understand changes in the South Atlantic MOC and MHT and to identify differences between observational estimates. Reanalyses also enable examination of variations prior to the SAMBA array record. Comparisons of reanalyses and observational estimates can be used together to refine methodologies and sampling approaches and ultimately improve our understanding and estimations of ocean transports in the South Atlantic.
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Abstract. An analysis of multi-satellite-derived products of four major phytoplankton functional types (PFTs – diatoms, haptophytes, prokaryotes and dinoflagellates) was carried out to investigate the PFT time series in the Atlantic Ocean between 2002 and 2021. The investigation includes the 2-decade trends, climatology, phenology and anomaly of PFTs for the whole Atlantic Ocean and its different biogeochemical provinces in the surface layer that optical satellite signals can reach. The PFT time series over the whole Atlantic region showed mostly no clear trend over the last 2 decades, except for a small decline in prokaryotes and an abrupt increase in diatoms during 2018–2019, which is mainly observed in the northern Longhurst provinces. The phenology of diatoms, haptophytes and dinoflagellates is very similar: at higher latitudes bloom maxima are reached in spring (April in the Northern Hemisphere and October in the Southern Hemisphere), in the oligotrophic regions in winter time and in the tropical regions during May to September. In general, prokaryotes show opposite annual cycles to the other three PFTs and present more spatial complexity. The PFT anomaly (in percent) of 2021 compared to the 20-year mean reveals mostly a slight decrease in diatoms and a prominent increase in haptophytes in most areas of the high latitudes. Both diatoms and prokaryotes show a mild decrease along coastlines and an increase in the gyres, while prokaryotes show a clear decrease at mid-latitudes to low latitudes and an increase on the western African coast (Canary Current Coastal Province, CNRY and Guinea Current Coastal Province, GUIN) and southwestern corner of North Atlantic Tropical Gyral Province (NATR). Dinoflagellates, as a minor contributor to the total biomass, are relatively stable in the whole Atlantic region. This study illustrated the past and current PFT state in the Atlantic Ocean and acted as the first step to promote long-term consistent PFT observations that enable time series analyses of PFT trends and interannual variability to reveal potential climate-induced changes in phytoplankton composition on multiple temporal and spatial scales.
### Table 1. Products used.

<table>
<thead>
<tr>
<th>Product ref. no.</th>
<th>Product ID and type</th>
<th>Data access</th>
<th>Documentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>OCEANCOLOUR_GLO_BGC_L4_MY_009_104; satellite observations</td>
<td>EU Copernicus Marine Service Product (2022)</td>
<td>Quality Information Document (QUID): Garnesson et al. (2022); Product User Manual: Colella et al. (2022)</td>
</tr>
<tr>
<td>2</td>
<td>PFTs derived from SeaWiFS-/MODIS-/MERIS-merged products for the period of January 2012 to April 2012; satellite observations</td>
<td>Our own archive</td>
<td>Xi et al. (2021)</td>
</tr>
<tr>
<td>3</td>
<td>PFTs derived from Sentinel 3A OLCI product for the period of May 2016 to December 2016; satellite observations</td>
<td>Our own archive</td>
<td>Xi et al. (2021)</td>
</tr>
<tr>
<td>4</td>
<td>In situ PFT data; in situ observations</td>
<td>Xi et al. (2023)</td>
<td>Xi et al. (2023)</td>
</tr>
</tbody>
</table>

## 1 Introduction

Phytoplankton in the sunlit layer of the ocean act as the base of the marine food web fueling fisheries and also regulate key biogeochemical processes. Climate-induced changes causing temperature rise, ocean acidification and ocean deoxygenation stress the ocean’s contemporary biogeochemical cycles and ecosystems, thereby impacting the phytoplankton communities (Gruber, 2011; Gruber et al., 2021; Bindoff et al., 2019). Related to this, the changing nutrient and light availability, particularly in the polar oceans, is also critical for the development of phytoplankton communities (Käse and Geuer, 2018). In the past decades, satellite observations of ocean color (OC) information, especially the surface chlorophyll $a$ concentration ($chl\ a$) as a proxy for phytoplankton biomass, have been able to revolutionize our understanding of biogeochemical processes and provide insights into the changes in phytoplankton and inferred productivity driven by climate change (e.g., Antoine et al., 2005; Gregg and Rousseaux, 2014; McClain, 2009; Behrenfeld et al., 2016; Kulk et al., 2020). However, phytoplankton biomass does not provide a full description of the complex nature of phytoplankton community and function. Phytoplankton composition varies across ocean biomes, and the different phytoplankton groups influence marine ecosystem and biogeochemical processes differently (Bracher et al., 2017). Continuous monitoring of phytoplankton composition is important not only to understand the biogeochemical processes such as nutrient uptake and carbon and energy transfer, but also for fisheries, ocean environment, water quality and even human health when certain species cause, for example, harmful algal blooms (Quéré et al., 2005; Bindoff et al., 2019; Bracher et al., 2022).

Phytoplankton diversity is very high, summarized in phytoplankton functional types (PFTs) as prokaryotes (cyanobacteria) and eukaryotes, including diatoms, haptophytes and dinoflagellates. Depending on area, season and size class, different PFTs can act as dominating organisms in the food web and, therefore, regulate the seasonality of the predators (Käse and Geuer, 2018). Diatoms, known as major silicifiers, have silica frustules that surround and protect the cells and sink rapidly out of the surface layer of the ocean, contributing to the transport of carbon, nitrogen and silica to deeper waters (IOCCG, 2014). Haptophytes are another very abundant PFT in the global ocean occurring mainly in the middle-sized (2–20µm) range. The prominent subgroup within haptophytes consists of coccolithophores, which have been considered a critical component of marine environments because of their dual capacity to fix environmental carbon via biomineralization (calcium carbonate, calcite) and through photosynthesis (Reyes-Prieto et al., 2009). Dinoflagellates are also one of the largest groups of marine eukaryotes, although most species are, on average, smaller than the average of diatom species. The majority of dinoflagellate species are autotrophic and tend to thrive under stable conditions. Due to their motility and ability to regulate their position in the water column, they can outcompete other phytoplankton and sometimes accumulate rapidly, resulting in a visible coloration of the water, known as harmful algal blooms (IOCCG, 2014). Prokaryotes as picophytoplankton are abundant in many ocean regions (notably at mid-latitudes to low latitudes but also others) and also account for a substantial fraction of marine primary production, with the two taxa being *Synechococcus* and *Prochlorococcus* in tropical regions (Flombaum et al., 2013).

PFTs have been the focus of various studies carried out worldwide as well as in the Atlantic Ocean, providing rich and valuable knowledge of PFT assessments in terms of their...
abundance, distribution, phenology, roles in the primary production, and relationship to other physical and biological parameters (e.g., Head and Pepin, 2010; Brotas et al., 2013, 2022; Soppa et al., 2016; Brewin et al., 2017; Moisan et al., 2017; Bolaños et al., 2020; Yang et al., 2020). Information of phytoplankton composition with respect to the functional types and size classes can be retrieved by ocean color algorithms based on different types of input data. However, most of the studies focus on either a certain PFT (e.g., Lange et al., 2020), a short time period or a limited spatial coverage (e.g., Bracher et al., 2020; Brotas et al., 2022). A complete, systematic frame for the long-term monitoring of multiple PFTs on a wide scale is yet to be established. Previously, we have developed and further improved an approach (referred to as EOF-PFT) consisting of a set of empirical-orthogonal-function-based PFT algorithms thanks to a large global in situ PFT data set based on HPLC (high-performance liquid chromatography)-measured pigments (Xi et al., 2020, 2021). These algorithms use multi-spectral reflectance data from OC satellites and sea surface temperature data to estimate chl \textalpha\ concentration of six major phytoplankton groups. Here, we focus only on four PFTs, which on the whole account for the major part of the biomass in the Atlantic Ocean. Applied to multi-sensor merged products and Sentinel 3A Ocean and Land Colour Instrument (OLCI) data, the algorithms enable us to generate global PFT products, which have been available from the EU Copernicus Marine Service since 2020 and are updated regularly, providing global chl \textalpha\ data with per-pixel uncertainty for diatoms, haptophytes, dinoflagellates, chlorophytes and phototrophic prokaryotes spanning the period from 2002 until today.

In this section, we combine these PFT data sets of different sensors, covering various lifespans and radiometric characteristics, into consistent long-term satellite PFT products. The 2-decade quality-assured global PFT data sets for the Atlantic Ocean (50° S to 50° N, 60° W to 10° E) are derived by correcting the input-sensor-specific PFT products using inter-sensor comparisons with uncertainty estimations, which then allow us to (1) evaluate Copernicus Marine Service PFT products and improve their continuity along the products derived from different satellite sensors and (2) analyze PFT time series in the last 2 decades in terms of climatology, trends, anomaly and phenology of multiple PFTs in the Atlantic Ocean and its different biogeochemical provinces (Longhurst, 2007).

## 2 Data and method

### 2.1 PFT products from Copernicus Marine Service

Satellite data used in this study are listed in Table 1. Multiple PFT chl \textalpha\ products with per-pixel uncertainty have been available from the Copernicus Marine Service since May 2020, with updates in 2021 and 2022, and were derived from three sets of OC products (product ref. no. 1 in Table 1): (1) merged remote sensing reflectance (Rrs) products at 9 bands from SeaWiFS, MODIS and MERIS from July 2002 to December 2011; (2) merged Rrs products at 9 bands from MODIS and VIIRS from January 2012 to December 2016; and (3) Rrs products at 11 bands from Sentinel 3A OLCI from January 2017 to December 2021 (Table 1; Xi et al., 2021). In this section, monthly PFT products with 25 km resolution in the open ocean (depth > 200 m) are used for spatiotemporal analysis in the Atlantic Ocean spanning the period from July 2002 to December 2021.

Consistency of satellite data is checked with the following details. As the product developer we have additionally generated PFT retrievals from different sensor combinations but with overlapping time periods. PFT products from SeaWiFS-/MODIS-/MERIS-merged data and that from MODIS-/VIIRS-merged data have a 4-month overlap from January to April 2012 (product ref. no. 2 in Table 1), and MODIS-/VIIRS-derived PFTs are overlapped with the OLCI-derived PFTs since May 2016 (product ref. no. 3 in Table 1). To produce consistent PFT products over the last 2 decades for the Atlantic Ocean, we compare PFT retrievals within these overlapped periods to identify the systematic differences between two data sources and then set up the correction functions through linear regressions by taking into account the per-pixel uncertainty. Sections 2.3 and 3.3 in Xi et al. (2021) may be referred to for a detailed description of the per-pixel uncertainty assessment of the PFT products. Similar to how the OC-CCI chl \textalpha\ product was merged (Jackson, 2020), one of the three sets of PFT products that has been verified to have the lowest uncertainties (produced on a pixel basis) and smallest biases when evaluated in situ data will be chosen as the reference product. The other two sets of PFT products will be corrected to it. In the EOF-PFT approach development stage (Xi et al., 2020, 2021), we noticed that the PFT products derived from SeaWiFS-/MODIS-/MERIS-merged Rrs data show the lowest per-pixel uncertainties for nearly all the PFT quantities because their corresponding algorithms were trained based on a larger and more widely covered matchup data set between the satellite and in situ observations. Therefore, we take SeaWiFS-/MODIS-/MERIS-derived PFTs as a reference to correct the other two PFT data sets derived from MODIS-/VIIRS-merged data and OLCI data, respectively.

### 2.2 In situ PFT data and matchup extraction

To evaluate the satellite PFT products, we use in situ HPLC pigment data from past expeditions between 2009 and 2019 covering the whole Atlantic pole-to-pole region (65° S to 80° N), which included 11 expeditions from the North Atlantic to the Arctic Fram Strait (PS74, PS876, PS78, PS80, PS85, PS93.2, PS99.1, PS99.2, PS106, PS107, PS121), four expeditions in the Atlantic Ocean (PS113, PS120, AMT28 and AMT29) and one expedition in the Southern Ocean (PS103). All pigment data were质量-controlled by apply-
2.3 Time series analysis

We focus on preliminary explorations of the calibrated PFT products to reveal and understand the trends of and variations in Atlantic PFTs in the last 2 decades. We derive the PFT time series of the whole Atlantic region, on different regional scales and also at the per-pixel level. For regional scales, PFT data of the Atlantic Ocean are partitioned into smaller regions using Longhurst's geographic classification system of biomes and provinces (Longhurst, 2007; Flanders Marine Institute, 2009). We determine the annual cycle (climatology) based on both pixel data and regional log-based mean values and derive anomalies to observe the interannual changes and detect trends reflected by the satellite observations. Time series analysis is done both per pixel and for the whole region or province. We investigate the trends in the PFTs for the last 20 years using linear regression in the format of \( Y = S \times X + I \), where \( Y \) is the monthly PFT chl \( a \) either per pixel or of the regional log-based mean, \( X \) is the time on a monthly basis, \( S \) is the slope of the regression, and \( I \) is the intercept. Only trends with statistically significant correlations of the regression (\( p < 0.05 \)) are shown. Indicators of PFT phenology and the anomaly of 2021 (the last year of the considered time period) are also extracted in order to identify potential changes/shifts in PFTs. Abundance maxima time, as one of the phenology indicators, is identified for each pixel by finding the month when the maximum PFT chl \( a \) occurred during the year. Anomaly in percent is determined by computing the relative difference between the PFT state of 2021 and the average state of the last 2 decades (i.e., climatology).

3 Results

3.1 Inter-sensor corrections of PFT products and validation with in situ data

Figure 1 shows the comparison between monthly PFTs from SeaWiFS-/MODIS-/MERIS-merged and MODIS-/VIIRS-merged data for the overlapped 4 months (January–April 2012). PFT retrievals from different satellite sensors show some differences but overall correlate well with each other (\( R^2 \) generally between 0.77 and 0.83). Type II linear regression between the retrievals from two satellite data sources is determined for each PFT by accounting for the per-pixel uncertainty. The slope and intercept values are then used to correct the MODIS-/VIIRS-derived PFTs to the SeaWiFS-/MODIS-/MERIS-derived ones so that they are overall consistent, though the pixelwise discrepancy still exists. The same is applied to the Sentinel 3A OLCI-derived PFTs by comparing them to the corrected MODIS-/VIIRS-derived PFTs for the overlapped period April–December 2016 so that all PFT data from both MODIS/VIIRS and OLCI are now referenced to SeaWiFS-/MODIS-/MERIS-derived PFTs. Though \( R^2 \) is slightly weaker (\( R^2 \) between 0.77 and 0.83) compared to that from the MODIS-/VIIRS- versus SeaWiFS-/MODIS-/MERIS-derived PFTs (\( R^2 \) between 0.82 and 0.98), OLCI-derived PFTs still showed overall good correlations to the corrected MODIS/VIIRS data, with regression slopes between 0.83 and 1.03, despite prokaryote chl \( a \) retrievals from OLCI data being higher in general.

Validation was carried out by comparing the collocated satellite PFTs with the in situ PFTs using the extracted matchup data. Statistical results of the validation in Table 2 in general show acceptable agreement between the in situ and satellite-derived PFTs. Median percent differences (MD-PDs) are consistent with the median satellite PFT uncertain-
ties (relative error in percent) estimated through Monte Carlo simulation and error propagation in Xi et al. (2021), and for dinoflagellates they are notably lower. A higher MDPD is found for prokaryotes due to a systematic overestimation of the picophytoplankton in the retrieval algorithms for all the three sets of satellite OC sensors; however, no significant bias of satellite prokaryote products is detected between different sensors. Therefore the overestimation should have minor influence on the time series data of prokaryotes. In addition, a coarser evaluation by directly comparing the monthly satellite PFTs (which have better spatial coverage) to the in situ PFTs for the whole cruise track has shown that the PFT variation regarding regional phytoplankton dynamics observed by the in situ PFT is very well revealed by satellite PFT maps (images not shown). These evaluations assure the quality of the satellite PFTs for time series analysis.

3.2 PFT climatology (2002–2021)

Figure 2 shows the climatology (2002–2021) of the four PFTs generated using satellite monthly PFT products, depicting differences and similarities in terms of PFT chl $\alpha$ magnitude and spatial variation among different PFTs. Diatoms, as major silicifiers, are typically large-celled ($> 20 \mu$m, though species with smaller cells also exist) and highly dependent on nutrient levels. They are sensitive to the global temperature, especially to the Equator–pole temperature gradient. The 2-decade climatology of diatoms in the Atlantic region shows a clearly higher abundance at high latitudes and in coastal regions and the lowest abundance (or even undetectable) in the vast subtropical gyres. Similarly, haptophytes, which are mostly classified as nanophytoplankton (2–20 $\mu$m), also have a higher abundance at high latitudes and in coastal regions but span a larger coverage than diatoms. Enhanced abundance level is also found in the equatorial belt. The lowest abundance of haptophytes is also found in the gyres, but their abundance is not as low as that of diatoms. Prokaryotes, commonly referred to as picophytoplankton ($< 2 \mu$m), show the highest abundance at mid-latitudes to low latitudes of the open Atlantic Ocean. Though spatially showing the lowest abundance in the gyres, prokaryotes are still the most dominant phytoplankton group in the majority of these regions. Dinoflagellates as a relatively minor contributor to the total biomass follow a similar distribution pattern to diatoms but are much lower in abundance at higher latitudes.

3.3 PFT trends during 2002–2021 in the Atlantic Ocean

Following the climatology study, the annual cycles of the four PFTs over the whole Atlantic Ocean are also derived by extracting the mean biomass of the 2 decades for each month (Fig. 3a). Prokaryotes are clearly the most dominant group, showing the highest mean of the chl $\alpha$ of $0.062 - 0.072$ mg m$^{-3}$ over the Atlantic all year round, followed by haptophyte chl $\alpha$, which varies from 0.03 to 0.045 mg m$^{-3}$. Diatom chl $\alpha$ varies from 0.017 to 0.026 mg m$^{-3}$, and dinoflagellates, with the lowest mean chl $\alpha$, are below 0.015 mg m$^{-3}$. Despite different magnitudes, diatoms, haptophytes and dinoflagellates present very similar annual cycles, with two biomass peaks in April and November, indicating the spring blooming especially at high latitudes in both the Northern Hemisphere and Southern Hemisphere. In contrast, prokaryotes show a distinct biomass peak in June–July and a less prominent increase in December–January due to the suppressed growth of the other PFTs in these periods.

Time series of the monthly PFT data averaged for the whole Atlantic are shown in Fig. 3b, depicting a significant decrease ($0.0001$ chl $\alpha$ mg m$^{-3}$ per month, $p < 0.01$) in prokaryote chl $\alpha$, but no significant trend is observed for the other three PFTs, although some interannual changes are visible. Between the time window of 2003 and 2008, a slight decline in prokaryote chl $\alpha$ is observed, followed by a 2-year
Table 2. Statistical validation results of satellite-derived PFT chl \( a \) (after inter-mission correction) as a function of in situ PFT chl \( a \) using least square fit in logarithmic scale. \( N \): number of matchups; \( R^2 \): coefficient of determination; MDPD: median percent difference; RMSD: root mean square difference; for a definition of equations of these terms please refer to Xi et al. (2020). Note that slope, intercept and \( R^2 \) were calculated based on a logarithmic scale. Median uncertainties calculated based on satellite per-pixel PFT uncertainty (equivalent to relative error in percent, adapted from Xi et al., 2021) are also shown in the last column.

<table>
<thead>
<tr>
<th>PFT</th>
<th>( N )</th>
<th>Slope</th>
<th>Intercept</th>
<th>( R^2 )</th>
<th>MDPD (%)</th>
<th>RMSD (mg m(^{-3}))</th>
<th>Median satellite PFT uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diatoms</td>
<td>192</td>
<td>0.71</td>
<td>-0.27</td>
<td>0.76</td>
<td>60.5</td>
<td>0.30</td>
<td>57.3</td>
</tr>
<tr>
<td>Haptophytes</td>
<td>191</td>
<td>0.95</td>
<td>-0.007</td>
<td>0.41</td>
<td>58.9</td>
<td>0.18</td>
<td>41.5</td>
</tr>
<tr>
<td>Prokaryotes</td>
<td>187</td>
<td>0.71</td>
<td>0.12</td>
<td>0.36</td>
<td>185</td>
<td>0.06</td>
<td>86.5</td>
</tr>
<tr>
<td>Dinoflagellates</td>
<td>144</td>
<td>1.07</td>
<td>0.04</td>
<td>0.66</td>
<td>59.1</td>
<td>0.07</td>
<td>74.3</td>
</tr>
</tbody>
</table>

Figure 3. (a) Annual cycle of the four PFTs of diatoms, haptophytes, prokaryotes and dinoflagellates in the Atlantic Ocean (−50° S to 50° N, 60° W to 10° E); (b) 20-year time series from 2002 to 2021; and (c) per-pixel slope based on monthly chl \( a \) products of diatoms, (d) haptophytes, (e) prokaryotes and (f) dinoflagellates from 2002 to 2021 (where \( p < 0.05 \) is shown; slope unit: chl \( a \) mg m\(^{-3}\) per month).

increase (2009–2010), but from 2011 onwards a continuous decline is again observed. The per-pixel trend of prokaryotes in Fig. 3e shows that the decreasing trend of prokaryotes is mainly found at low latitudes and particularly on the west coast of Africa (Canary Current Coastal Province, CNRY, and Guinea Current Coastal Province, GUIN; refer to Fig. 4 for Longhurst provinces). Haptophyte time series show the lowest abundance during 2013–2015, which is then elevated slightly from 2016 (Fig. 3b). A slight increasing trend of haptophytes on the pixel level is found at mid-latitudes to low latitudes, and a decrease is found near the coast at higher latitudes (Fig. 3d). Diatom chl \( a \) is rather stable until 2017, with an abrupt increase in 2018–2019 and then a decrease in 2020–2021 to the average level of the last 20 years (Fig. 3b). The per-pixel time series in Fig. 3e shows that a significant decrease is found only on the west coast of Africa (CNRY), northwest of the North Atlantic (Northwest Atlantic Shelves Province, NWCS) and on the Patagonian coast. A very slight increasing trend of diatoms is presented in the gyres and equatorial region. Dinoflagellate chl \( a \) contributes a very minor proportion to the total biomass (< 10 %) and has been relatively stable over the last 2 decades in the whole Atlantic region (Figs. 3b and f).

Time series of diatom chl \( a \) in different Longhurst provinces of the Atlantic are further extracted in order to investigate whether the abrupt increase in diatoms during
2018–2019 took place in the whole Atlantic or only in some regions. Figure 4 presents large variability in the diatoms in different regions in terms of both magnitudes of chl $a$ and temporal trends. In general, high latitudes and coastal regions, where diatom chl $a$ is higher, present high interannual variation compared to the open ocean at lower latitudes. For instance, diatoms on the west coast of Africa (CNRY) have in general decreased in the last 2 decades except for a dramatic increase in late 2018 and spring 2019, followed by a 2-year decrease in 2020–2021. Despite an obvious elevation in diatoms during 2018–2020, a significant decline in diatoms in the last 2 decades is still found in the NWCS, consistent with the trend map shown in Fig. 3c. A slight increase is found in provinces in the gyres and equatorial region (North Atlantic Subtropical Gyral Province (West), NASW; NATR; Western Tropical Atlantic Province, WTRA; and South Atlantic Gyral Province, SATL), with very low diatom chl $a$ (mean chl $a < 0.02$ mg m$^{-3}$), and also in the Southern Ocean South Subtropical Convergence Province (SSTC). The prominent increase observed during 2018–2019 is mostly contributed by the North Atlantic Ocean CNRY, North Atlantic Subtropical Gyral Province (East) (NASE) and NASW. Other provinces such as in the gyres, with elevated diatom chl $a$ since 2018, also contribute, but only slightly, to this increase due to much lower diatom chl $a$ there compared to the other regions.

### 3.4 PFT phenology and anomaly of 2021

The status of the PFTs in the Atlantic Ocean is investigated specifically in 2021 to reflect the Atlantic ecological state and changes for this year as compared to the previous years. To better understand the yearly transition and shifting between different PFTs in the Atlantic Ocean, one of the phenology indicators, abundance maxima time, is mapped per-
Diatoms in the North Atlantic (> 35° N) reach the abundance maxima during late spring (April–May) but earlier (January–February) in the North Atlantic gyre. In the equatorial region the maxima months vary between May and August, with the Equator reaching the maxima the earliest (around May). In the Southern Hemisphere, diatoms reach maxima on average 6 months later than in the Northern Hemisphere, i.e., in the South Atlantic gyre in July–August (austral winter) and in October–December (late spring) in most of the Southern Ocean, which corresponds well with the maxima seasons in the Northern Hemisphere. Haptophytes and dinoflagellates show similar patterns to diatoms but on average bloom 1 month later than diatoms, indicating PFT dominance succession between diatoms and haptophytes in late spring and early summer. Prokaryotes over the whole Atlantic show a more complex and distinct seasonal cycle compared to the other three PFTs. The per-pixel phenology map shows that prokaryotes reach an abundance maximum from autumn to winter at latitudes > 20° N, and their maxima time is delayed with decreasing latitude. In other regions the per-pixel maxima month normally spans a wider time window of 3 to 5 months, such as in the equatorial region from January to May, the South Atlantic gyre from April to August, the western sector of the Southern Ocean from January to April and the eastern sector from November to January. Though geographically prokaryotes show more variation in the phenology, an overall inverse seasonal cycle is presented compared to diatoms, haptophytes and dinoflagellates, as depicted in Fig. 3a.

Anomalies in percent of the four PFTs in 2021 compared to the average state of the last 2 decades are shown in Fig. 6. The diatom anomaly presents changes mainly at high latitudes and in gyres and some coastal regions (such as CNRY). The anomaly shows mostly lower diatom chl a at high latitudes, except for NWCS and the southeastern part of NADR, where diatom chl a is increased. In contrast to that, diatom chl a of 2021 in the gyres is generally higher (~ 30 %) compared to the 20-year average state. Note that changes are shown in percent instead of the absolute values to enhance the visibility of small absolute changes, which in the gyres can be very sensitive, as diatom chl a is extremely low there (< 0.01 mg m⁻³). The haptophyte anomaly presents changes in similar regions to diatoms but reversely at high latitudes, especially in the Southern Ocean, where a more prominent increase and also larger coverage are observed. An increase in haptophytes in the area north of the Equator in WTRA is more significant than diatoms. Different from diatoms and haptophytes, prokaryotes reveal a very slight decrease in 2021, mostly at low latitudes within 20° N–20° S, with higher prokaryote chl a on the west coast of Africa, especially CNRY, whereas only a mild increase (< 20 %) is found at high latitudes. Dinoflagellates show the most stable state in 2021 among the four PFTs, with only a slight increase in chl a in the North Atlantic Ocean above 40° N and a small decrease in CNRY.

4 Discussion, conclusions and outlook

A systematic time series analysis of PFTs in the Atlantic Ocean is carried out showing high potential of the Copernicus Marine Service satellite PFTs in monitoring the ecological state of the ocean at different scales. Due to different life spans and radiometric characteristics of satellite sensors, there are often inconsistencies and gaps between the same quantities retrieved from different sensors. Data continuity and quality assurance are therefore necessary to provide sound and continuous satellite observations enabling time series studies (Mélin and Franz, 2014; Sathyendranath et al., 2019). As preparatory work for such a study aiming at long-term monitoring of PFTs in the vast Atlantic Ocean, we applied a straightforward inter-mission bias correction as a preliminary trial using overlapped PFT products between the three sets of satellite data. Validation using in situ data shows no significant biases of PFTs derived from different sensors,
Figure 6. PFT anomaly in percent (%) of 2021 compared to the 20-year mean for (a) diatoms, (b) haptophytes, (c) prokaryotes and (d) dinoflagellates. Anomaly in percent is defined as \((PFT_{2021} - \text{climatology})/\text{climatology} \times 100\). Black lines indicate boundaries of Longhurst provinces as in Fig. 4.

indicating that the inter-mission offset was effectively corrected. Retrievals of chl \(a\) of different PFTs are more up-scaled products compared to bulk satellite OC products such as total chl \(a\), colored dissolved organic matter (CDOM) and absorption properties. It is especially still challenging to accurately retrieve prokaryotic phytoplankton because in the open ocean these dominate in the low-chl \(a\) areas, where the satellite signals are weaker. Therefore, higher uncertainties exist in these products (e.g., Brewin et al., 2017; Losa et al., 2017; Xi et al., 2021) as compared to uncertainties for other PFTs (see Table 2). In summary, our statistical results of PFT validation are comparable to the evaluations of satellite PFT products derived from different approaches, according to the Quality Information Documents (QUID) that have been published by the Copernicus Marine Service (Pardo et al., 2020; Garnesson et al., 2022). It is noteworthy that the bias correction only targeted the Atlantic Ocean and might not be applicable to other ocean regions, which leads us to further explore a more generic method in the future for the global ocean. However, with these first investigations this study paves the way to promote satellite PFT products into long-term time series studies.

Satellite PFT products provide robust spatial distributions which are comparable to in situ data. The 20-year mean of the four PFTs has presented a trustworthy overview of how different PFTs vary and are distributed spatially in the surface layer of the Atlantic Ocean. Diatoms, haptophytes and dinoflagellates share similar geographic patterns, showing higher abundance at high latitudes and in coastal and equatorial upwelling regions, where the nutrient level is generally high, and minimum abundance in the gyres, especially for diatoms and dinoflagellates. Prokaryotes are more dominant in the gyres and at low latitudes but contribute much less to the total biomass at high latitudes. The findings are consistent with previous studies of phytoplankton group and size classes (e.g., Hirata et al., 2011; Brewin et al., 2015; Losa et al., 2017) and are justified in detail in Xi et al. (2020). More recent studies by Bracher et al. (2020) and Brotas et al. (2022) based on in situ observations have also revealed similar PFT latitudinal distribution to our satellite observations. Furthermore, Brotas et al. (2022) point out that dinoflagellates can be underestimated in the pigment approach, due to their pigment variability; some species do not have the diagnostic pigment peridinin, and there are several heterotrophic species where the pigments are absent or strongly reduced.

PFT time series of the last 2 decades are for the first time generated from multi-satellite observations. For the whole Atlantic Ocean, no significant trend was found for diatoms, haptophytes and dinoflagellates over the last 20 years, but a decline in prokaryotes was observed. However, the per-pixel trend maps revealed that regional trends are different from province to province, such as for diatoms; a significant decrease was found at latitudes above 40° and on the west coast of Africa (CNRY). This was similarly found for haptophytes as well. There is a clear shift for prokaryotes in 2012: from 2003 to 2012, the average value is higher (0.064 mg m\(^{-3}\)), and the seasonality is clearly defined, whereas from 2013 to 2020, seasonal variations are softened, and the mean value is lower (0.053 mg m\(^{-3}\)). The retreat of MERIS in 2012 should not influence the prokaryote data set very much for the following reasoning: firstly, such a decline was not found in other PFTs; secondly, MERIS observed more pixels on the coast and at high latitudes, whereas we focus on the open ocean and have excluded the coastal regions with bathymetry < 200 m, and this study covers the Atlantic Ocean between 50° N to 50° S. The main reason might be the relatively lower retrieval accuracy of prokaryotes compared to other PFTs as discussed above in the validation. Our previous work showed that all of the retrieval models for the three sets of sensors have poorer performance for prokaryotic phytoplankton than for other PFT retrievals. This may cause weaker consistency of prokaryotes for the 2-decade pe-
period variability even after inter-mission correction. Nevertheless, coverage variability among different satellite missions should be taken into consideration in analyzing long-time-series studies as the ability of the sensors to observe certain waters may differ (van Oostende et al., 2022). These findings in terms of 20-year trends still need to be evaluated further with both in situ measurements and numerical models, though available matchup data between in situ and satellite data are very sparse, and disagreements between models and satellite observations also exist (Gregg and Rousseaux, 2014). Indeed, a period of 20 years is not considered to be long enough for a robust trend analysis as the decadal variability might be too dominant, and for the Atlantic Ocean on average at least 35 years is needed to detect a climate-driven trend in chlorophyll concentration as indicated in Henson et al. (2010, 2016). Nonetheless, the 20-year-long time series provides the opportunity to observe interesting patterns, such as the diatom increase during 2018–2019. Therefore, further investigation of biophysical interactions and linkage to climate is necessary to find evidence and interpret the findings extracted from PFT time series.

Phenology maps of the four PFTs correspond well with their mean annual cycles. Prokaryotes have distinct phenology compared to the other three PFTs, which present similar annual cycles and close bloom maxima time on a general scale despite haptophytes and dinoflagellates reaching biomass maxima a bit later than diatoms in some regions. This section has chooses only one coarse phenological index, the time of the maxima, using monthly satellite products, which has shown the capability of the Copernicus Marine Service satellite PFTs in revealing PFT shifting and growth state at a larger scale than traditional means that rely on extensive ship-based measurements and long-term monitoring stations (e.g., Bracher et al., 2020; Nöthig et al., 2020; Yang et al., 2020). More phenological indices, including the PFT growth duration, biomass amplitude and start and ending dates, could be considered using higher-temporal-resolution products to fully understand the patterns of and interannual variability in the PFT phenology (Soppa et al., 2016).

The PFT anomaly of 2021 compared to the 20-year mean reveals mostly a slight decrease in diatoms above 40° N/S (except for the southeastern part of NADR) and a significant increase in haptophytes in most areas of the high latitudes, which corresponds well with the hypothesis of “Atlantification” proposing that smaller phytoplankton are expanding to high latitudes (e.g., Nöthig et al., 2015; Neukermans et al., 2018; Oziel et al., 2020). A decline in silicate and nitrate concentrations might contribute to the decrease in diatoms in the North Atlantic as indicated in the Copernicus Ocean State Report 5 by von Schuchmann et al. (2021). In contrast to this, most changes in the Southern Ocean were found at latitudes higher than 40° S, which is the region of the Great Calcite Belt. Deppeler and Davidson (2017) pointed out that climate-induced changes such as higher temperature and shallow mixed-layer depth are expected to alter the structure and function of phytoplankton communities in the Southern Ocean. Diatoms and haptophytes as two major groups there may be severely subject to these changes. Interestingly, an increase in haptophytes and decrease in diatoms indicated that the phytoplankton community structure has been altered in recent years, which cannot be easily captured with observations other than satellite PFT time series.

In summary, this study illustrates the past and current PFT state in the Atlantic Ocean and acts as the first step to promote long-term PFT observations serving as ocean monitoring indicators (OMIs) implemented in the Copernicus Marine Service that enable time series analyses of PFT trends and interannual variability to reveal potential climate-induced changes in phytoplankton composition on multiple temporal and spatial scales.
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Abstract. The Mediterranean Sea (MED) is a semi-enclosed basin with an excess amount of evaporation compared to the water influx through precipitation at the surface and river runoff on the land boundaries. The deficit in the water budget is balanced by the inflow in the Strait of Gibraltar and Turkish Straits System connecting the Mediterranean with the less saline Atlantic Ocean and the Black Sea, respectively. There is evidence that the Mediterranean region is a hotspot in a warming climate, which will possibly change the water cycle significantly, but with large uncertainties. Therefore, it is inevitable to monitor the evolution of the essential ocean variables (EOVs) to respond to the associated risks and mitigate the related problems. In this work, we evaluate the evolution of the salinity content and anomaly between 0–300 m in the Mediterranean Sea during the last decades using the Copernicus Marine Service reanalysis and in situ objective analysis products. The results show an increasing mean salinity with a stronger trend in the eastern Mediterranean (EMED) basin. The spread of the products implies a larger variability in the western Mediterranean (WMED) basin, while the standard deviation is lower in the eastern side, especially in the Ionian and the Levantine basins.

1 Introduction

The Mediterranean Sea (MED) is warming (Pisano et al., 2020). It is evaporating more and more (Skliris et al., 2018; Jordà et al., 2017) with marine heat waves increasing in intensity, duration and frequency (Juza et al., 2022; Dayan et al., 2022). The Mediterranean region is a hotspot with global warming (Tuel and El Tahir, 2020) that will likely alter the water cycle (Cos et al., 2022). Tracking the changes of the essential ocean variables (EOVs) is crucial in order to understand the impact of climate change. Two of these EOVs are linked to the ocean salinity at the surface and subsurface, which will be affected significantly by the surface heat and freshwater fluxes. The global water cycle modulating the ocean salinity is a key element of the Earth’s climate (Cheng et al., 2020). In the Mediterranean Sea, freshwater fluxes through the land (rivers) and atmosphere (evaporation and precipitation) are balanced by two sea straits, namely Gibraltar and Dardanelles, from which the less saline Atlantic Ocean and Black Sea waters flow into the basin with an annual net inflow of $0.78 \pm 0.05$ Sv (Soto-Navarro et al., 2010) and $0.05 \pm 0.04$ Sv (Jarosz et al., 2013), respectively. These density contrasts contribute to the wind-driven circulation and generate a highly energetic anti-estuarine circulation (Cessi et al., 2014). The salinity of the Atlantic Waters (AW) entering through the Strait of Gibraltar is about 36.2 psu. The salinity of the Dardanelles Strait can vary significantly and it can be as low as 27 psu (Aydogdu et al., 2018; Sannino et al., 2017). Recently, Fedele et al. (2022) studied the characterisation of the Atlantic Waters and Levantine intermediate waters (LIW) from the Argo profiles in the last 20 years. Their conclusion is a clear salinification and warming trend which characterised both AW and LIW over the last 2 decades. Skliris et al. (2018) argue that the Mediterranean basin salinification is driven by changes in the regional water cycle rather than by changes in salt transports at the straits, as it is shown by the water mass transformation...
distribution in salinity coordinates. However, we will show that there is a bigger uncertainty compared to most of the basin in the radius of influence of both the Gibraltar and Dardanelles straits. In Sect. 2, the data and methods used in this study are presented. In Sect. 3, the results are shown and discussed, while in Sect. 4, the conclusions are drawn.

2 Data and methods

In this study, the Copernicus Marine Service global and regional reanalyses as well as observational gridded products are used to explore the role of the salinity variability in the 0–300 m depth among different estimates as well as temporal and spatial anomalies against a mean.

The Mediterranean 1/24° resolution regional reanalysis (hereinafter, MEDREA24; Escudier et al., 2021) from the Copernicus Marine Service is used as a regional high-resolution product. In this work, MEDREA24 and its interim extension until the end of 2021 are included. Moreover, the 1/4° resolution Global Reanalysis Ensemble Product (hereinafter, GREP) is also used. It consists of the global reanalysis from Mercator Ocean’s GLORYSv4 (Lellouche et al., 2013), UK MetOffice’s GLOSEA5v13 (MacLachlan et al., 2014) using the Forecasting Ocean Assimilation Model (FOAM) system (Blockley et al., 2014), CMCC C-GLORSv7 (Storto et al., 2016) and ECMWF’s ORAS5 (Zuo et al., 2017). A study on the ocean heat content and steric sea level representation in the GREP ensemble can be found in Storto et al. (2019a). A more general status of the global ocean reanalysis is reviewed in Storto et al. (2019b). The period covered by the GREP is 1993–2019.

As observational products, the gridded reconstructions of CORA (Szekely et al., 2019) and ARMOR3D (Guinehut et al., 2012) are adopted. Both datasets are available between 1993 and 2020. In the CORA, the objective analysis is performed on measurements’ anomalies relative to a first guess provided by monthly climatology for different decades in the World Ocean Atlas 2013 to accurately reproduce the climate tendencies; it is interpolated and centred on the 15th of each month. Instead, in ARMOR3D, the first guess is adopted from World Ocean Atlas 2018. Both products use an objective analysis method proposed by Bretherton et al. (1976).

The investigation is performed in the entire Mediterranean Sea (MED) as well as in the eastern (EMED) and western (WMED) basins, which have very different characteristics. The salinity mean (S) is computed using Eq. (1) as the monthly volume (V) average of each product between 0 and 300 m depth, i.e. excluding the shelf areas close to the coast with a depth less than 300 m.

\[
S = \frac{1}{V} \int_V SdV
\]  

(1)

The mean of different products and their standard deviation are evaluated in the common period 1993–2019. Besides this time frame, the CORA and ARMOR3D time series are available until 2020, while the MEDREA24 time series is provided up to 2021 (last 6 months extended in interim mode).

The salinity anomalies are computed using Eq. (2). The difference of the salinity, S, with a reference salinity, S_{ref},
is normalised by the depth of the water column, which is constant in our case with $z_2 = 300 \text{ m}$ and $z_1 = 0 \text{ m}$.

$$S_A = \int_{z_1}^{z_2} \frac{S - S_{\text{ref}}}{z_2 - z_1} \, dz$$  \hspace{1cm} (2)

Equation (2) is a modified version of the one proposed in Boyer et al. (2007), which uses the salinity as a proxy for the equivalent freshwater content. This method has been later adopted in various studies including, among the others, Holliday et al. (2020), with a density weight to account for baroclinic properties of the water column. The formulation in Boyer et al. (2007) is based on a reference salinity. As an example, mean values of a basin (Aagaard and Carmack, 1989) is a widely used choice for $S_{\text{ref}}$ in global freshwater content calculations. However, it is argued that since a reference value can be chosen arbitrarily, this would bring ambiguity (Schauer and Losch, 2019) in computing the equivalent freshwater content. Therefore, in this study, we propose to evaluate the salinity content and anomaly following Eq. (2) by choosing $S_{\text{ref}}$ as a monthly climatology of each dataset computed from each product separately between 1993 and 2014. This period is chosen to be consistent with the Ocean Monitoring Indicators produced previously in the Mediterranean Sea and other Copernicus Marine domains. Furthermore, the calculations are performed in the entire Mediterranean Sea (MED) as well as in its western (WMED) and eastern (EMED) subbasins, separated at the Sicily Strait. In Fig. 1, we present the monthly variation of the $S_{\text{ref}}$ as an example only, the one from MEDREA24, which shows a clear difference in the seasonality in the EMED and WMED, with a maximum in March and December, respectively. It is also evident that the Mediterranean monthly salinity reference shows a seasonal cycle much similar to the one of the eastern basin (but with different magnitude) characterised by lower salinity during the summer period and larger values at the end of the year.

### 3 Results and discussion

The Copernicus Marine Service products described in the previous section allow the assessment of the salinity content of the Mediterranean Sea along with its anomalies and trends during the last decades.

In Fig. 2, we present the time series of the mean salinity content in the first 300 m derived from the analysed products (MEDREA24 in red, GREP ensemble mean in blue, GREP ensemble members in thin light blue, CORA in dark green, ARMOR3D in light green) and their overall mean (in black) and spread (shaded grey).

During the early 1990s in the entire Mediterranean Sea (Fig. 2a), there is a large spread in salinity with the observations showing a higher salinity, while the reanalysis products present relatively lower salinity. This is the case until 2005. Coinciding with the global coverage of the Argo profilers in the early 2000s following the efforts in the Global Ocean Data Assimilation (GODAE) together with the Climate Variability and Predictability Programme (CLIVAR) and the Global Climate Observing System/GLOBAL Ocean Observing System (GCOS/GOOS), the spread among different products narrows. Possibly, the reanalyses are better constrained through data assimilation with this novel observation type (Johnson et al., 2022), which provides high-resolution and high-frequency temperature and salinity profiles all over the world’s oceans, while the observation-based gridded products become more confident. The maximum spread between the period 1993–2019 occurs in the 1990s with a value of 0.096 psu, and it decreases to as low as 0.009 psu by the end of the 2010s. The mean salinity computed in the entire Mediterranean Sea from all products varies between approximately 38.5 and 38.6 psu with a spatiotemporal mean of 38.57 psu (Table 2).

In the western Mediterranean (Fig. 2b), the overall mean is centred around 38.16 psu with a larger spread – with a maximum and minimum of 0.172 psu and 0.026, respectively – occurring in the early 2000s. An increase of the mean salinity in 2005 is evident from all the reanalysis products and, to a lesser extent, from the CORA dataset, for which one of the many possible reasons is the regime shift as discussed in Schroeder et al. (2016), corresponding to a major deep-water formation event at the beginning of the Western Mediterranean Transition (Zunino et al., 2012).

In the eastern Mediterranean (Fig. 2c), the overall mean is centred around 38.87 psu with a lower spread compared to the western basin, with a maximum and minimum of 0.086 psu and 0.003, respectively.

Overall, for the period between 1993–2019, we note that the observational products, gridded using optimal interpolation statistical techniques, show a higher average salinity compared to the reanalysis products that are dynamically integrated and corrected through data assimilation. The spread is representing the offset of the products more than their variability in the entire Mediterranean Sea, as well as in its eastern and western subdomains.

All the products show a positive trend between 1993–2019 (in parenthesis in Table 2). The trend in the mean of all products is calculated as 0.0056 psu yr$^{-1}$. This trend is consistent with the estimates between 1950–2002 of Skliris et al. (2018)

<p>| Table 2. The temporal mean salinity (in psu) and trend (in psu per year) in the 0–300 m between the common period 1993–2019 for separate products and their overall mean in Fig. 2. |
|-------------------------------|------------|------------|-------|</p>
<table>
<thead>
<tr>
<th>psu (psu yr$^{-1}$)</th>
<th>MED</th>
<th>WMED</th>
<th>EMED</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEDREA24</td>
<td>38.58 (0.0070)</td>
<td>38.15 (0.0055)</td>
<td>38.83 (0.0078)</td>
</tr>
<tr>
<td>GREP</td>
<td>38.48 (0.0110)</td>
<td>38.01 (0.0111)</td>
<td>38.87 (0.0106)</td>
</tr>
<tr>
<td>CORA</td>
<td>38.61 (0.0020)</td>
<td>38.21 (0.0019)</td>
<td>38.84 (0.0024)</td>
</tr>
<tr>
<td>ARMOR3D</td>
<td>38.64 (0.0027)</td>
<td>38.24 (0.0020)</td>
<td>38.75 (0.0032)</td>
</tr>
<tr>
<td>Mean</td>
<td>38.57 (0.0056)</td>
<td>38.16 (0.0049)</td>
<td>38.87 (0.0061)</td>
</tr>
</tbody>
</table>
Figure 1. The monthly reference salinity $S_{\text{ref}}$ estimates calculated from the MEDREA24 in the period 1993–2014. The green, blue and red curves show the MED, WMED and EMED regions, respectively on its corresponding vertical axis. The same calculation is done for each product separately (not shown) to evaluate Eq. (2) to compute salinity anomaly.

from the EN4 and MEDATLAS datasets, which show a trend of $0.0096 \pm 0.0077$ and $0.0088 \pm 0.0092$, respectively, in the first 150 m while showing a trend of $0.0067 \pm 0.0040$ and $0.0067 \pm 0.0036$ between 150–600 m. The differences in trend in different products that we used are mainly due to the discrepancies at the beginning of the time series. The weak consistency among the reanalyses visible during the first decade is likely due to the lack of observations not sufficient to constrain the different models, which use different physics and initialisation (e.g. Masina and Storto, 2017). The reduction of the spread among the products evolves in parallel to the increase of the observational coverage after the advent of the Argo network. The observational products will be impacted from the scarcity of the observations in the 1990s, since they rely on statistical methods. The trend calculated for each grid point from the MEDREA24, which is the analysed product covering the longest period, is presented in Fig. 2d. The dominant signal in the entire basin is positive with a larger amplitude in the Balearic Sea, Ionian Sea, Adriatic Sea, Western Levantine and with a less evident signal in the Gulf of Lions, Northern Aegean Sea and Eastern Levantine Basin. A small negative trend zone appears in the Alboran Sea. The trend in the entire analysed period is about $0.0049 \, \text{psu yr}^{-1}$ in the western basin. This is below the rate of the basin-wide trend, which is larger due to the trend in the eastern basin ($0.0061 \, \text{psu yr}^{-1}$). Differences among different products, especially the objectively analysed observations and GREP, for the trend is larger in the western basin. They are more confined around the mean in the eastern basin, which may also explain the lower spread in this area as discussed below in Fig. 3b.

For 2020, CORA and ARMOR3D products are available, and both continue to sustain the positive trend even though it is less evident in the western basin. Along with its interim extension, MEDREA24 shows an increasing mean salinity until the end of 2021. All products present larger values after 2016 and a maximum in 2018.

The spatial mean, computed between 1993–2014 from all products in the first 300 m (Fig. 3a), shows a gradual increase in the upper ocean integrated salinity from west to east. Minimum salinity occurs close to river mouths, such as in the North Adriatic Sea due to the freshwater input from the Po River, and on the pathways of the outflow of the Dardanelles and Gibraltar straits. The Atlantic Waters, modified through its route, can be traced till the eastern basin from its low salinity. The spread deduced from all the products (Fig. 3b) implies that they agree more, meaning lower spread, in the Levantine and Ionian Seas and to a lesser degree between the Balearic, Sardinia and Corsica islands. The spread is larger especially in the northern Aegean and Adriatic Sea and southwestern coast between the Gulf of Gabes and Strait of Gibraltar. This uncertainty or mismatch in the products is possibly due to the different volume fluxes through the rivers and straits.

In Fig. 4a–c, we show the time series of the salinity anomaly estimates in the western (Fig. 4a), eastern (Fig. 4b) and entire (Fig. 4c) basin from each product using Eq. (2). We recall that the salinity reference is computed for each product per se. Moreover, the salinity anomaly map in 2021 from MEDREA24 is depicted in Fig. 4d, computed against the overall mean between 1993–2014, which is shown in Fig. 3a.

The anomalies have a larger range in the reanalysis products. There is a negative anomaly within the first decade in GREP and MEDREA24 which turns to positive first in the western Mediterranean (Fig. 4a) and followed by the eastern
and both continue to sustain the positive trend even though discussed below in Fig. 3b. They are more confined around the mean in the eastern basin, which may also explain the lower spread in this area as discussed for each grid point from the MEDREA24, which is the first 150 m while showing a trend of 0.0067 $\pm$ 0.0036 between 150–600 m. The differences in products in the first 300 m (Fig. 3a), shows a gradual increase in the upper ocean integrated salinity from west to east. Minimum salinity occurs close to river mouths, such as the Po River, and on the pathways of the outflow of the Dardanelles and Gibraltar straits. The Atlantic Waters, modified in the North Adriatic Sea due to the freshwater input from the Po River, and on the pathways of the outflow of the Dardanelles and Gibraltar straits. The Atlantic Waters, modified in the North Adriatic Sea due to the freshwater input from the Po River, and on the pathways of the outflow of the Dardanelles and Gibraltar straits.

In 2021, the anomaly is mostly positive, with some negative anomaly structures on the path of the Atlantic Waters (Fig. 4d). Fedele et al. (2022) reports a positive salinity trend in the modified Atlantic and Levantine intermediate waters using 18-year-long (2001–2019) Argo profiles, which in general agrees with the anomaly map to a large extent. However, we note that the spread on the pathway of the water entering from the Strait of Gibraltar and reaching the Levantine basin has a relatively larger spread compared to the deeper areas (see Fig. 3b).

### 4 Conclusions

In this study, we presented the salinity characteristics of the Mediterranean Sea in the upper 300 m deduced from various products including reanalysis and gridded observational datasets released by the Copernicus Marine Service. The products with dynamically constructed ocean reanalysis and objectively analysed observations show significantly large spread at the beginning of the period of investigation, while...
Figure 4. Time series of the salinity anomaly from the MEDREA24, GREP, ARMOR3D and CORA products in the (a) western Mediterranean Sea, (b) eastern Mediterranean basin and (c) entire Mediterranean basin computed with respect to the monthly reference salinity estimates in the corresponding area in Fig. 1 calculated from the MEDREA24 in the period 1993–2014. The GREP products cover the period until 2019, while the observational products CORA and ARMOR3D cover the period until 2020. The time series for MEDREA24 is extended until 2021 using the interim products. Panel (d) shows the salinity anomaly in 2021 in the Mediterranean Sea against the mean of salinity in Fig. 3a.

the uncertainty is possibly reduced with the emergence of Argo profilers, which allowed wider spatial sampling and a higher frequency of sampling in the ocean. The mean salinity with its anomaly and trend is computed and analysed in the entire basin as well as in the western and eastern basins for all the datasets separately and averaged. The spatial maps of the mean and the spread of the salinity are depicted and discussed. The overall results show a salinification of the Mediterranean Sea agreeing with earlier studies (e.g. Skliris et al., 2018). The subbasin-scale investigation shows negative salinity anomalies in the western basin in the upwelling regions, which may imply stronger upwelling events, and waterway following the North African coast, which may be a consequence of the freshening North Atlantic water masses (Holliday et al., 2020). There is a large spread in the salinity estimates among different products, which is reduced with the introduction of the Argo profilers in the data assimilation components of the reanalysis systems. Besides the large spread, considering the reported discrepancies in the salinity measurements after 2016 (Barnoud et al., 2021), it is essential to use all available information sources for a more accurate state estimate and uncertainty quantification.
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Abstract. The Baltic Sea is a brackish shallow sea, the state of which is determined by the mixing of freshwater from net precipitation and runoff with the salty water from the North Sea inflows. The freshwater content (FWC) of the Baltic Sea is calculated from the Copernicus regional reanalysis data covering the period 1993–2021. The FWC in the Baltic Sea has shown a steady decrease over the past 2 decades, with a linear trend of 23.9 km$^3$ yr$^{-1}$; however, the trend has significant spatial variability. The Gulf of Bothnia has a positive FWC tendency, while the Baltic Proper has a negative FWC tendency. Temporal changes of FWC are opposite between the Bothnian Bay in the north and the southern Baltic Proper. In the Bothnian Bay, interannual changes of FWC are positively correlated with river runoff and net precipitation and negatively correlated with salt transport. In the southern Baltic Proper, the variations of FWC and salt transport through the Danish straits are negatively correlated from 1993 until 2010 but positively correlated thereafter. The seasonal freshwater content reflects the specific hydrophysical conditions of each sub-basin, with northern basins being influenced by seasonal river runoff and ice formation and melting, while the southern basins are more responsive to subsurface salinity changes due to salt transport through the Danish straits.

1 Introduction

Climate warming has resulted in the intensification of the global hydrological cycle but not necessarily on the regional scale (Pratap and Markonis, 2022). The increase in net precipitation over land and sea areas, decrease in ice cover, and increase in river runoff are the main components of the global hydrological cycle that increase freshwater content (FWC) in the ocean (Boyer et al., 2007) and decrease ocean salinity. All the components can be directly estimated but might have significant uncertainties. Instead, the ocean salinity change can be used as a marker of the water cycle change (Durack et al., 2012).

In the case of an open part of the ocean, for example, a regional sea, using salinity as a proxy for FWC includes an additional blurring aspect, which is water transport through the open boundaries between the basin under consideration and its surrounding area. The impact of water exchange on the changes of FWC is significant if not dominant. In that case, changes of FWC may not represent the actual changes of freshwater input from the above-mentioned sources.

The Baltic Sea is one of the marginal seas where water salinity and FWC are strongly influenced by the water exchange with the North Sea. The major Baltic inflows (MBIs) are the most voluminous event-type sources of saline water to the Baltic Sea (Mohrholz, 2018). The frequency and intensity of the MBIs and other large volume inflows have no long-term trends but do have a multidecadal variability of about 30 years (Mohrholz, 2018; Lehmann and Post, 2015; Lehmann et al., 2017; Radtke et al., 2020). Smaller barotropic and baroclinically driven inflows transport saline water into the halocline or below it, depending on the density of the inflow water (Reissmann et al., 2009). The inflows of saline water are forced by winds from the west and outflows by winds from the east.

Direct total input of freshwater to the Baltic Sea consists of river runoff and net precipitation. The total river runoff from the Baltic Sea catchment area shows no statistically significant trend but a variability of about 30 years (Meier et al., 2019a, b) and a pronounced decadal variability of accumulated anomaly of runoff (Lehmann et al., 2022). The variations in runoff explain about 50 % of the long-term variability
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The aim of this study is to analyse the changes of the Baltic Sea FWC during the period of 1993–2021. The MBI in 1993 ended the stagnation period with no MBIs that lasted for about 10 years (1983–1993). During the stagnation period, salinity was below average, stratification weakened, and hypoxic area decreased (Lehmann et al., 2022). The period of 1993–2021 includes the third largest MBI in 2014 (Mohrholz et al., 2015) and several of the other barotropic large volume inflows (Mohrholz, 2018). We focus on the changes of the FWC in the whole Baltic Sea as well as its sub-basins. We investigate the trends in FWC and observe its seasonal changes. A qualitative explanation of the physical processes behind the dynamics of FWC is provided.

2 Data and methods

The BALMFC CMEMS reanalysis product (data ref. 1, Table 1) is calculated using the Nemo-Nordic 1.0 ocean model (Hordoir et al., 2019). The horizontal resolution of the model is approximately 2 nmi, and there are 56 vertical levels. Vertical resolution varies from 3 m at the surface to 10 m below the 100 m depth. The model without data assimilation has been thoroughly validated (Hordoir et al., 2019). The Copernicus model system uses the local singular evolutionary interpolated Kalman filter data assimilation method (Liu and Fu, 2018). A detailed quality assessment of the reanalysis product (data ref. 1, Table 1), using the \( K \)-means clustering algorithm (Raudsepp and Maljutenko, 2022), is provided in Appendix A.

The FWC is calculated according to Boyer et al. (2007):

\[
FWC = \frac{\rho(\text{ref}, T_{\text{ref}}, p) S_{\text{ref}} - S}{\rho(0, T_{\text{ref}}, p) S},
\]

where \( S(x, y, z, t) \) and \( S_{\text{ref}}(x, y, z) \) are actual salinity and reference salinity, respectively, and \( x, y, z, \) and \( t \) are zonal, meridional, vertical, and temporal coordinates, respectively. The density, \( \rho \), is calculated according to the TEOS10 (IOC...
et al., 2010). The key issue of FWC calculations lies in how the reference salinity is defined. The climatological range of salinity in the Baltic Sea varies from the freshwater conditions in the northern and eastern parts to the oceanic water conditions in the Kattegat. We follow the Boyer et al. (2007) formulation and calculate the climatological FWC from the three-dimensional temperature \( T_{\text{ref}} \) and salinity \( S_{\text{ref}} \) fields averaged over the period of 1993–2020.

The other widely used formulation of FWC is as follows (e.g. Gustafsson and Stigebrandt, 1996):

\[
\text{FWC} = \frac{\rho(S_{\text{ref}}, T_{\text{ref}}, p)}{\rho(0, T_{\text{ref}}, p)} \frac{S_{\text{ref}} - S}{S_{\text{ref}}}. \tag{2}
\]

Both formulations are derived from the concept of the mixing of two water masses with different salinities using conservation of salt but have different mechanistic approaches, which are explained in detail in Appendix B.

The total volume of freshwater needed to dilute the water with salinity \( S_{\text{ref}} \) to the salinity \( S \), if \( S < S_{\text{ref}} \) or should be removed to obtain water with the salinity \( S \), if \( S > S_{\text{ref}} \) is

\[
\text{FWC}(t) = \iiint_V \text{FWC}(x, y, z, t) \, dx \, dy \, dz \quad \text{(m}^3 \text{m}^{-3}).
\]

A vertical distribution of the FWC is calculated as

\[
\text{FWC}(z, t) = \int_A \text{FWC}(x, y, z, t) \, dx \, dy \quad \text{(m}^2 \text{m}^{-3}),
\]

and horizontal distribution of the FWC is calculated as

\[
\text{FWC}(x, y, t) = \int_D \text{FWC}(x, y, z, t) \, dz \quad \text{(m}^3 \text{m}^{-3}).
\]

\( V \) and \( A \) correspond to the volume and area of the Baltic Sea or its sub-region, as shown in Fig. 1. \( D \) corresponds to depth from surface to bottom at a specific location.

The sea ice volume, \( V_i \), is calculated from the same BALMFC CMEMS reanalysis product (data ref. 1, Table 1), based on the LIM3 model configuration (Pemberton et al., 2017). The \( V_i \) is calculated for each model grid cell \( (x, y) \) using total ice thickness, \( H_i \), and ice concentration, \( C_i \):

\[
V_i(x, y, t) = H_i(x, y, t) \times C_i(x, y, t) \times dA(x, y),
\]

where \( dA \) is the area of each grid cell.

Hourly precipitation and evaporation data have been extracted from the ERA5 reanalysis (data ref. 2, Table 1) from the period of 1993–2020. Net precipitation was calculated by subtracting evaporation from precipitation. Thereafter, the net precipitation was interpolated onto a reanalysis model grid, and total net precipitation was estimated for the wet grid cells of each sub-basin (Fig. 1). The net precipitation anomalies were calculated relative to the period 1993–2020.

The total runoff from the Baltic Sea rivers was estimated from the river discharge database (data ref. 3, Table 1) of the Baltic Model Intercomparison Project (Gröger et al., 2022). The runoff to each sub-basin was calculated by summing the runoffs from each river discharging to the corresponding sub-basin (Fig. 1). The runoff data covered the period 1993–2018, and the anomalies were calculated relative to the same reference period.

Salt transport was estimated by calculating the salt flux at the boundaries of each sub-basin (see Fig. 1 for the location of the transects). Daily salt transport through each transect was calculated as a salinity and perpendicular velocity product. The annual mean salt transports were calculated by averaging the transects of daily transports over each year and later integrated over the vertical and corresponding horizontal dimension. The positive direction is determined according to the estuarine transport definition; i.e. inflow is from the ocean and outflow is from the head of the estuary.

### 3 Results

Time series of the FWC and linear trends of the Baltic Sea and its sub-basins are presented in Fig. 2. Even if the calculated trends are not statistically significant, they provide information about the tendency of FWC changes. The FWC of the Baltic Sea has a negative trend of \(-23.9 \pm 0.7 \text{ km}^3 \text{ yr}^{-1} \) \( (p < 10^{-5}) \) superimposed by irregular decadal variations (Fig. 2a). The trends are variable over the whole Baltic Sea (Fig. 2). It changes sign from positive in the northern sub-
basins to neutral in the eastern sub-basins and to negative in the central and southern sub-basins (Fig. 2). The decrease in the FWC in the southern Baltic Proper (Fig. 2) contributes the most to the overall decreasing trend in the Baltic Sea. If we look at the continuous distribution of the trends in the Baltic Sea, we see opposite temporal regimes of the FWC in the Bothnian Bay and in the Baltic Proper, with the Bothnian Sea being the transition area (Fig. 3). Although there is no trend in the Gulf of Finland as a whole (Fig. 2), the eastern part has a small negative tendency, while the western part shows a small positive tendency. The shallow Gulf of Riga has a negligible trend. The trends vanish in the southwestern Baltic Sea and in the Kattegat area (Fig. 3).

The spatial distribution of the trends indicates a possible coherence of salinity dynamics in different sub-basins, which is checked further on by calculating correlation coefficients between the basins. The correlation coefficients calculated pairwise between detrended FWC time series (Table 2) show a high positive value between the southern and northern Baltic Proper ($R = 0.8$) and between the Bothnian Bay and the Bothnian Sea ($R = 0.6$), while the correlation between the Bothnian Bay and southern and northern Baltic Proper is negative ($R = −0.6$). This suggests that although temporal variability is opposite, the dynamics of FWC are linked over the Baltic Sea.

Horizontal transition of the trends from positive to negative points to the three-dimensional structure of the FWC variability field. Therefore, time–depth variations of the FWC in each sub-basin were calculated (Fig. 4). Vertically, in the whole Baltic Sea, FWC is the most variable in the halocline layer and beneath it (Fig. 4a). Vertical distribution of the trends shows the absence of the trend in the upper layer of 50 m but a strong negative trend within and below the halocline. Thus, the decrease in the FWC in the whole Baltic Sea is mostly contributed by the drop of the FWC below the upper mixed layer. The variability as well as negative trends is strongest in the southern and the northern Baltic Proper (Fig. 4c). Moving further northward and eastward in the Baltic Sea, we can notice that the negative tendencies are only present in the deeper layer (deeper than 50 m) of the Gulf of Finland and the Bothnian Sea (Fig. 4d). On the other side, there is a strong positive trend of the FWC in the Bothnian Bay and in the upper 50 m layer of the Bothnian Sea (Fig. 4e). It is relevant to note that a positive tendency in the FWC is seen in the layer of 10–50 m in the Gulf of Finland (Fig. 4f). In the northern Baltic Proper, the trend is absent in the upper layer of 30 m but turns negative in the surface layer of the southern Baltic Proper. In the Gulf of Riga, the variability is low, and the trends are negligible and do not show systematic vertical distribution.

FWC exhibits noticeable irregular decadal variations over time, as shown in Figs. 2 and 4. To understand the interannual variability of FWC, we calculated a time series of river runoff, net precipitation, and salt transport through the cross-sections between the sub-basins of the Baltic Sea (Fig. 1; Supplement). Our aim is to examine the co-variability of these factors and the FWC response of both the entire Baltic Sea as well as its sub-basins. To accomplish this, we present a time series of detrended standardized yearly variables in Fig. 5.

For the entire Baltic Sea, the study period can be divided into two sub-periods. From 1993 to 2003, i.e. the first period, changes in the FWC of the Baltic Sea correlated with freshwater sources, namely net precipitation and river runoff (Fig. 5a). A prominent example is the period from 1997 to 2003. Meanwhile, the salt transport to the Baltic Sea remained relatively low. Since 2004, i.e. the second period, we have observed a coherent relationship between salt transport and the FWC in the Baltic Sea, which is difficult to explain. We may speculate that an increase in net precipitation might trigger an increase in the FWC between 2007 and 2012, while river runoff has no effect.

The changes in the FWC of the entire Baltic Sea are influenced by the changes occurring in its sub-basins, resulting in a complex integrated effect. This is illustrated by the simultaneous positive trend of FWC in the northern Baltic Sea and negative trend in the southern Baltic Sea (Fig. 2) as well as their negative correlation (Table 2). Hence, it is necessary to examine the changes in variables separately for each sub-basin. It is important to note that while the FWC, net precipitation, and river runoff for the entire Baltic Sea represent the sum of contributions from each sub-basin, the net salt flux does not represent an integrated value.

We specifically focus on two sub-basins: the southern Baltic Proper, which is characterized by saltwater dominance, and the Bothnian Bay, which is characterized by freshwater dominance. The variations in the southern Baltic Proper differ in several features from the variations in the whole Baltic Sea. The southern Baltic Proper exhibits two distinct periods (Fig. 5e), which is qualitatively similar to the entire Baltic Sea, but the periods do not coincide temporally. The first period spans from 1993 to 2007, while the second period extends from 2008 until the end of recorded data. In the first period, FWC, net precipitation, and river runoff show positive covariation, while the flux exhibits a negative covariation pattern. In the second period, there is positive covariation between FWC and salt flux and partially net precipitation, but the pattern is reversed for river runoff. In the Bothnian Bay, there is positive covariation between FWC, net precipitation, and river runoff but negative covariation with salt flux (Fig. 5b). In the northern Baltic Proper and the Bothnian Sea, the main pattern is negative covariation between FWC and salt flux (Fig. 5c and d). Changes in net precipitation and river runoff generally support changes in FWC, but the variability pattern remains complex.

The Gulf of Finland (Fig. 5f) and the Gulf of Riga (Fig. 5g) do not exhibit a well-defined pattern in the variability of the variables. In the latter basin, the changes in FWC align with the changes in river runoff from 1993 to 2009 but not thereafter.
Figure 2. Freshwater content time series in the Baltic Sea (a) and in different sub-basins (b–h). The trend of FWC in the corresponding basin is shown in the upper-right corner (km$^3$ yr$^{-1}$, asterisk $p > 0.05$) and plotted using the blue line. The abbreviations for the sub-basins are as follows: BS (Baltic Sea), NBP (northern Baltic Proper), SBP (southern Baltic Proper), KAT (Kattegat), BOB (Bay of Bothnia), BOS (Bothnian Sea), GOF (Gulf of Finland), and GOR (Gulf of Riga) (data ref. 1, Table 1).

Table 2. Correlation table of the FWC between the sub-basins (Fig. 1) of the Baltic Sea (data ref. 1, Table 1). The abbreviations for the sub-basins are as follows: KAT (Kattegat), SBP (southern Baltic Proper), NBP (northern Baltic Proper), BOS (Bothnian Sea), BOB (Bay of Bothnia), GOF (Gulf of Finland), and GOR (Gulf of Riga).

<table>
<thead>
<tr>
<th></th>
<th>BS</th>
<th>BOB</th>
<th>BOS</th>
<th>GOF</th>
<th>GOR</th>
<th>KAT</th>
<th>NBP</th>
<th>SBP</th>
</tr>
</thead>
<tbody>
<tr>
<td>BS</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BOB</td>
<td>-0.38</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BOS</td>
<td>0.06</td>
<td>0.57</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOF</td>
<td>0.11</td>
<td>0.01</td>
<td>-0.08</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOR</td>
<td>0.13</td>
<td>-0.03</td>
<td>-0.07</td>
<td>-0.09</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KAT</td>
<td>0.42</td>
<td>-0.04</td>
<td>-0.03</td>
<td>-0.10</td>
<td>0.30</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NBP</td>
<td>0.78</td>
<td>-0.64</td>
<td>-0.22</td>
<td>0.28</td>
<td>-0.17</td>
<td>0.01</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>SBP</td>
<td>0.88</td>
<td>-0.65</td>
<td>-0.25</td>
<td>-0.08</td>
<td>0.13</td>
<td>0.21</td>
<td>0.79</td>
<td>1.00</td>
</tr>
</tbody>
</table>

The seasonal dynamics of FWC further emphasize the effect of freshwater discharge in the northern basins and salt transport in the southern basins of the Baltic Sea (Fig. 6). In the whole Baltic Sea, FWC is low in autumn and winter but high in spring and summer (Fig. 6a). Qualitatively, low FWC could be explained by high salt transport in autumn and winter (Fig. 7c) accompanied by low river runoff (Fig. 7a), but this is interfered with by high precipitation in autumn (Fig. 7b). Contrarily, the high FWC could be explained by high river runoff and low or even negative salt transport in...
spring and summer. Indeed, net precipitation is low in that period. The Gulf of Bothnia has low FWC in winter and early spring and high FWC in summer and autumn (Fig. 6b, d). The seasonal course is more pronounced in the Bothnian Bay (Fig. 6b) than in the Bothnian Sea (Fig. 6d). In the Gulf of Bothnia, the decrease in FWC in winter could be associated with the freezing of seawater (Fig. 7f). An increase in the FWC in the Bothnian Bay in spring coincides with the melting of sea ice (Fig. 7f), high river runoff (Fig. 7a), and negative salt transport (Fig. 7e).

In the southern Baltic Proper, FWC is low in winter and high in summer (Fig. 6e), while in the Gulf of Finland the situation is opposite (Fig. 6f). Similarly, net salt transport to these basins is opposite in time (Fig. 7c, d). The seasonal course of FWC is almost absent in the northern Baltic Proper (Fig. 6c) where the influence from adjacent sub-basins, the southern Baltic Proper and the Gulf of Finland, which have opposite FWC seasonality, could compensate for each other. In the Gulf of Riga, FWC is at its maximum in spring and decreases monotonically until winter (Fig. 6h). Surprisingly, the seasonal course of the FWC in the Kattegat (Fig. 6g) is like the seasonal course of the FWC in the Gulf of Riga (Fig. 6h). Dynamically, these two areas cannot be interlinked due to their geographical separation.

4 Discussion

A distinct feature of the Baltic Sea salinity evolution over the period 1993–2021 was the decreasing trend of the FWC in the southern Baltic Proper and increasing trend in the Bothnian Bay (Fig. 2). Overall, the FWC in the whole Baltic Sea had a statistically significant negative trend (Fig. 2). Salt transport to the Baltic Sea, net precipitation, and total river runoff to the sea (Supplement) did not explain the calculated trends. No steady increase in the salt transport to the Baltic Sea has been reported elsewhere, although deepwater salinity has increased in the Gotland Basin from 1993 to 2018 (Lehmann et al., 2022). The rate of 0.2–0.25 g kg⁻¹ per decade was estimated for the period 1979–2018 (Lehmann et al., 2022). In the Baltic Sea, there was no trend in net precipitation, nor river runoff. Therefore, the decrease in FWC should be explained by accumulated salt flux from the North Sea to the Baltic Sea due to the major Baltic inflows (Mohrholz, 2018), large barotropic inflows (Lehmann et al., 2017), and smaller inflows of barotropic origin (Lehmann et al., 2022). Our estimations of the annual salt transport to the southern Baltic Proper did not show an increase in the salt flux (Supplement). In our reanalysis model data, the salt flux at the Danish straits could have large uncertainty due to relatively high salinity errors there (Appendix A). Inside the Baltic Sea area, as reanalysis model data have been calculated using assimilation of the observations, the estimates of FWC have low uncertainty due to low salinity errors (Appendix A).

Net precipitation and river runoff increased over the Bothnian Bay (Supplement), which contributed to the increase in the FWC (Fig. 2b). An increase in FWC was fastest at the surface of the bay and monotonically slowed down with depth (Fig. 4b). We would like to note that there are no studies that support or refute our findings on the increase in the FWC or the decrease in salinity in the Gulf of Bothnia.

The trends of FWC are present in our data, but this could be characteristic of the period of our study. An increase in the salinity in the central Baltic Proper since 1993 has been reported by Lehmann et al. (2022), which is consistent with our results about the decline of FWC. Going back further in time, the positive salinity trend becomes weaker (Lehmann et al., 2022) until it vanishes (Radtke et al., 2020). The study by Radtke et al. (2020) was prolonged into the past until 1850 but does not cover the last 15 years.

Many authors have reported dominant 30-year variability in mean, surface, and bottom salinity of the Baltic Sea as well as river runoff into the Baltic Sea and even salt transport across Darss sill (Kniebusch et al., 2019; Radtke et al., 2020; Lehmann et al., 2022). Our time series of 28 years are short to reveal 30-year variability in FWC, river runoff, or net precipitation with a statistical significance. Visual inspection of the time series of FWC does not hint at the presence of a 30-year cycle (Fig. 2). We admit the presence of decadal variability in the time series, which has also been reported by Lehmann et al. (2022). The trends and multi-scale variability of FWC are opposite in the Baltic Proper and in the Bothnian Bay (Fig. 2, Table 1). This raises the following question: if FWC has opposite changes in the southern and northern Baltic Sea, how could changes in river runoff explain the opposite variability? Our analysis showed that there are multi-year periods when river runoff is in phase or out of phase with the FWC. An example of an in-phase period in the whole Baltic Sea is 1993–2009 and an out-of-phase period 2010–2018 (Fig. 5a). In the Bothnian Bay, we mostly have river runoff and the FWC in phase and out of phase with salt transport.
Figure 4. Vertical distribution of the horizontal mean FWC anomaly and corresponding trends for each Baltic Sea sub-basin. Trends with statistical significance less than 5% ($p$ value < 0.05) are shown as grey line segments. The abbreviations for the sub-basins are as follows: BS (Baltic Sea), NBP (northern Baltic Proper), SBP (southern Baltic Proper), KAT (Kattegat), BOB (Bay of Bothnia), BOS (Bothnian Sea), GOF (Gulf of Finland), and GOR (Gulf of Riga) (data ref. 1, Table 1).

Figure 5. Normalized time series of detrended annual mean FWC (black asterisk), runoff, net precipitation, and net salt fluxes. The abbreviations for the sub-basins are as follows: BS (Baltic Sea), NBP (northern Baltic Proper), SBP (southern Baltic Proper), BOB (Bay of Bothnia), BOS (Bothnian Sea), GOF (Gulf of Finland), and GOR (Gulf of Riga) (data ref. 1, 2, 3, 1; Table 1).
Figure 6. Seasonality of detrended FWC in the different Baltic Sea sub-basins. The abbreviations for the sub-basins are as follows: BS (Baltic Sea), NBP (northern Baltic Proper), SBP (southern Baltic Proper), KAT (Kattegat), BOB (Bay of Bothnia), BOS (Bothnian Sea), GOF (Gulf of Finland), and GOR (Gulf of Riga) (data ref. 1, Table 1).

Figure 7. Seasonality of runoff and net precipitation over the Baltic Sea (BS) (a, b); salt transport through the western boundary of the southern Baltic Proper (SBP) (c), the Gulf of Finland (GOF) (d), and the southern boundary of the Bothnian Bay (BOB) (e); and the sea ice volume in the Bothnian Bay (f).
Future climate model scenarios could provide insight into how combinations of different factors affect long-term salinity changes in the Baltic Sea, although the uncertainties in the climate projections are high. Three main factors that affect salinity and FWC are the wind fields over the Baltic Sea region (Lass and Matthäus, 1996), river runoff to the Baltic Sea (Schinke and Matthäus, 1998), and global mean sea level rise (Meier et al., 2017, 2021). With increasing precipitation and river runoff, the salinity in the Baltic Sea decreases (Saraiva et al., 2019). Mean sea level rise, in turn, tends to increase salinity because saltwater imports through the Danish straits are larger (Meier et al., 2017, 2021). An increasing westerly wind could block the freshwater flow out of the Baltic Sea, causing reduced salt transport to the Baltic Sea (Meier and Kauker, 2003), but Schimanke et al. (2014) showed that the intensity and frequency of MBIs were projected to slightly increase due to changes in the wind fields. In summary, different factors affect salinity and FWC differently, so the observed effect cannot be explained in a simple way. For instance, Meier et al. (2021) stated that no changes in the Baltic Sea salinity were found because river runoff and sea level rise approximately compensated each other. Therefore, also in our study, we could not explain the trends and multidecadal variations, although we have considered the main factors that affect the FWC of the Baltic Sea.

5 Conclusion

Temporal variability of the FWC at different timescales has an opposite pattern in the northern and southern sub-basins of the Baltic Sea. The Gulf of Bothnia shows positive tendencies of FWC, while in the Baltic Proper, negative tendencies can be witnessed. The total FWC of the Baltic Sea has decreased steadily with a rate of 23.9 km$^3$ yr$^{-1}$ over the years 1993–2021. There is no solid explanation for what caused it because different drivers could compensate for each other to a certain extent.

Interannual variations of the FWC in the Bothnian Bay are supported by interannual variability of river runoff, net precipitation, and salt transport from the Bothnian Sea, the latter being opposite to the changes of FWC. In the Bothnian Sea and northern Baltic Proper, interannual variations of the FWC and net salt flux to the basins are opposite to each other. The changes in river runoff and net precipitation have a complex contribution to the changes of FWC. In the southern Baltic Proper, the changes of FWC, river runoff, net precipitation, and net salt flux have rather complex relationships. A separate study is needed to understand the interplay of these factors, especially seeing as the variations of salt transport and FWC are opposite to each other from 1993 until 2010 but positively correlated thereafter.

The seasonal course of FWC in different sub-basins highlights the local dynamics and explains the FWC dynamics in relation to the local sources of freshwater and salt transport through the sections that border the corresponding sub-basin. Seasonal changes of sea ice volume affect the seasonal cycle of the FWC in the Gulf of Bothnia.

By taking into consideration the spatial and temporal tendencies of the FWC shown in each separate sub-basin, we can characterize the Baltic Sea as a typical estuarine system with a strengthening exchange flow in time. Geographically, the system spans from the Danish straits in the south to the Bothnian Bay in the north. The southern part corresponds to the estuary mouth, where saltwater transport from the ocean prevails and leads to a decrease in FWC. At the other end, the Bothnian Bay is a typical estuary head characterized by a significant influence of freshwater discharge, resulting in an increase in FWC over time. The northern Baltic Proper and the Bothnian Sea converge in the transitional zone between the saltwater-dominated region and the freshwater-dominated region. In terms of vertical distribution, the freshwater-influenced area extends towards the estuary mouth in the upper layer, while the saltwater-dominated area extends towards the estuary head in the lower layer. Moving eastward, the Gulf of Finland represents a branch of the main estuarine system and shares general characteristics of a transition zone, although it possesses its own unique estuarine structure and dynamics (Maljutenko and Raudsepp, 2019; Westerlund et al., 2019; Liblik et al., 2018).

Appendix A

We utilize a clustering method to assess the accuracy of the hydrodynamic model. This method provides insights into the overall model accuracy by clustering the errors. The clustering process employs the $K$-means algorithm, which is a form of unsupervised machine learning (Jain, 2010). The original description of this method can be found in the work of Raudsepp and Maljutenko (2022). In our assessment, all available data within the model domain and simulation period are included, even if the verification data are unevenly distributed or occasionally sparse. This approach allows us to evaluate the model quality at each specific location and time instance where measurements have been obtained.

The first step of the method is the formation of a twodimensional error space of two simultaneously measured parameters. A two-dimensional error space $(dS, dT)$, where $dS = (S_{\text{mod}} - S_{\text{obs}})$ and $dT = (T_{\text{mod}} - T_{\text{obs}})$, of simultaneously measured temperature and salinity values was formed as the basis for the clustering. The dataset utilized in this validation study was obtained from the EMODnet dataset compiled by SMHI (SMHI, 2023; data ref. 4, Table 1). It comprises a total of 651 565 observations that align with the CMEMS reanalysis simulation period, encompassing the years 1993 to 2021. We extracted the nearest model values from the reanalysis dataset for each observation.

The second step is the selection of the number of clusters. For simplicity, we preselected five clusters. The third step
is to perform a $K$-means clustering of the 2-dimensional errors. The clustering is applied to the normalized errors. Normalization was done for temperature and salinity errors separately using corresponding standard deviations of the errors. The $K$-means algorithm finds the location of the centroids of a predefined number of clusters in the error space. The location of the centroids represents the bias of the set of errors for each cluster. The fourth step is the calculation of statistical metrics of non-normalized clustered errors. Common statistics, like SD, RMSE, and correlation coefficient, can be calculated for the parameters belonging to each cluster.

The fifth step is the analysis of spatio-temporal distributions of the errors belonging to different clusters. In the formation of the error space, we retained the coordinates of each error point $(dS, dT)(x, y)$, which enables us to map the errors belonging to each cluster back to the location where the mea-
measurements were performed. In order to do that, the model domain is divided into horizontal grid cells \((i, j)\) of \(1 \times 1 \text{ km}^2\) in size. Subsequently, the number of error points belonging to different clusters at each grid cell \((i, j)\) is counted. The total number of error points belonging to the grid cell \((i, j)\) is the sum of the points of each cluster. The share of error points in each grid cell belonging to cluster \(k\) is the ratio of the number of error points of cluster \(k\) and the total number of error points in each grid cell.

Figure A1 displays the results of the \(K\)-means clustering for non-normalized errors. Table A1 presents the corresponding metrics. Within cluster \(k = 5\), the salinity and temperature values closely align with the observations, with a bias of \(dS = -0.03 \text{ g kg}^{-1}\) and \(dT = 0.006 ^\circ \text{C}\), respectively. This cluster encompasses 77\% of all data points. The points are distributed throughout the entire Baltic Sea, with a dominant share exceeding 0.5 (Fig. A1b). Clusters \(k = 3\) and \(k = 4\) exhibit relatively even spatial distributions over the Baltic Sea, accounting for 8\% and 7\% of the points, respectively. These clusters are particularly noteworthy due to their small salinity biases and variability, which are crucial for estimating the freshwater content (FWC) directly impacted by salinity. Collectively, approximately 92\% of all validation points exhibit relatively low salinity bias, standard deviation (SD), and root-mean-square error (RMSE) (Table A1). Consequently, we anticipate that the model reanalysis data provide sufficiently accurate information for calculating the FWC of the Baltic Sea.

**Appendix B**

The mixing of two water masses \((M_{\text{ref}}, M_t)\) with different salinities \((S_{\text{ref}}, S_t)\) results in the mixture \((M_{\text{ref}} + M_t)\) with unknown salinity \(S\):

\[
M_{\text{ref}}S_{\text{ref}} + M_tS_t = (M_{\text{ref}} + M_t)S. \tag{B1}
\]

If one of the water masses, \(M_t\), is freshwater with \(S_t = 0\), and we assume that the densities of the water masses of different salinities have negligible difference, then Eq. (B1) simplifies to

\[
V_{\text{ref}}S_{\text{ref}} = V_{\text{ref}}S + V_tS, \tag{B2}
\]

where \(V_{\text{ref}}\) and \(V_t\) are the volumes of reference water and freshwater, respectively. The formulation of Boyer et al. (2007) for freshwater content (FWC) follows directly from Eq. (B2), where the volume of freshwater in the total volume of the mixture is

\[
V_t = V_{\text{ref}} \left( \frac{S_{\text{ref}} - S}{S} \right). \tag{B3}
\]

In the derivation of Eq. (B3), the volume of the mixture of two water masses is not limited. The formulation (B3) answers the question of how much freshwater \((V_t)\) is needed to dilute the water \((V_{\text{ref}})\) with salinity \(S_{\text{ref}}\) to the salinity \(S\) if \(S < S_{\text{ref}}\). The volume of water with \(S\) will be \((V_{\text{ref}} + V_t)\). If \(S > S_{\text{ref}}\), then Eq. (B3) shows how much freshwater should be removed from the volume of water \((V_{\text{ref}})\) with the salinity \(S_{\text{ref}}\) to obtain water with the salinity \(S\). In this case, the volume of resulting water with \(S\) will be \((V_{\text{ref}} - V_t)\).

We would like to note that the relationship (B3) is not a linear relationship between salinity and \(V_t\). There are straightforward conclusions that can be drawn from Eq. (B3). First, to obtain water with a salinity close to zero, an infinite amount of freshwater is needed, independent of the \(S_{\text{ref}}\):

\[
\lim_{S \to 0} V_t = \infty.
\]

Second, no freshwater is needed to add to the water \(V_{\text{ref}}\) if the mixture has a salinity equal to \(S_{\text{ref}}\). Third, if

\[
\lim_{S \to \infty} V_t = -V_{\text{ref}},
\]

then all water should be removed from the mixture.

In its practical application, the formulation (Eq. B3) means that a fixed volume equal to \(V_{\text{ref}}\) was initially filled with the water of salinity \(S_{\text{ref}}\). Then, \(V_t\) is the volume of freshwater that was needed to dilute the water to the observed salinity \(S\). In this case, the volume of the mixture \((V_{\text{ref}} + V_t)\) with salinity \(S\) is larger than the initial volume \(V_{\text{ref}}\). This means that the amount of water in the mixture, \(V_t\), with salinity \(S\) should be removed from the system after the mixing is complete. If \(S > S_{\text{ref}}\), then \(V_t < 0\), and this is the volume of freshwater that was removed from the system to obtain water with the salinity \(S\). In such a case, the volume of the mixture \((V_{\text{ref}} - V_t)\) with salinity \(S\) is smaller than the initial volume \(V_{\text{ref}}\). This means that the amount of water in the mixture, \(V_t\) with salinity \(S\), should be added to the system.

In the natural system, water volume and salinity are conserved when volume and salt exchange with the outside system is allowed. First, we assume that the natural system is initially filled with water \(V_{\text{ref}}\) with salinity \(S_{\text{ref}}\). Then, if at some time instance we observe that water salinity has decreased to \(S\), so that \(S < S_{\text{ref}}\), then \(V_t\) was added to the system either by river runoff or net precipitation. (Without losing generality, we neglect the presence of ice in the system and variations of the water volume of the system.) At the same time, to fix the volume of the natural system, the amount of water \(V_t\) with salinity \(S\) must be removed from the system due to outflow through the open boundary, for instance. If water salinity has increased to \(S\), so that \(S > S_{\text{ref}}\), then the amount of freshwater \(V_t\) has been removed from the system either by evaporation or outflow through the open boundary. Simultaneously, to conserve the volume of water in the natural system, the amount of water \(V_t\) with salinity \(S\) must be transported to the system due to inflow from the open boundary. We would like to note that in the current argumentation, the actual inflow/outflow volume and salt transport through the open boundary cannot be estimated from knowing the \(V_t\).

The derivation of the formulation by Gustafsson and Stigebrandt (1996) is based on the conservation of salt in mixing.
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of two water masses; i.e. Eqs. (B1) and (B2) are valid. Additionally, the assumption behind their formulation is that the water volume of the mixture, \( V = V_f + V_{\text{ref}} \), is known, while \( V_{\text{ref}} \) is an unknown volume. Thus, in addition to Eq. (B2), the unknown volume can be expressed as

\[
V_{\text{ref}} = V - V_f, \tag{B4}
\]

Substituting Eq. (B4) into Eq. (B2), we can express FWC as

\[
V_f = V \left( \frac{S_{\text{ref}} - S}{S_{\text{ref}}} \right). \tag{B5}
\]

The relationship between salinity and \( V_f \) is linear in Eq. (B5). Now some conclusions will be drawn from Eq. (B5). First, if the salinity is \( S = 0 \), then \( V_f = V \); i.e. all water in the mixture is freshwater. Second, if \( S = S_{\text{ref}} \), then \( V_f = 0 \); i.e. there is no freshwater in the mixture. If \( S > S_{\text{ref}} \), then we obtain that \( V_f < 0 \), which means that a fraction of the water in the mixture becomes negative. Therefore, in its initial applications (Gustafsson and Stigebrandt, 1996; Eilola and Stigebrandt, 1998; Winsor et al., 2001), the relationship (B5) is bounded to zero when \( S > S_{\text{ref}} \). The argumentation about the dynamics of the freshwater content is not applicable to the formulation by Gustafsson and Stigebrandt (1996). In the applicability range \( S \leq S_{\text{ref}} \), Eq. (B5) can be interpreted as follows: initially, a fixed volume, \( V \), is filled in with the water with salinity \( S_{\text{ref}} \), and, then, the amount of water \( V_f \) with salinity \( S_{\text{ref}} \) is removed from the fixed volume and replaced with freshwater with volume \( V_t \) to obtain the mixture with salinity \( S \).

Technically, Eq. (B5) can also be used for the calculation of \( V_f \) if \( S > S_{\text{ref}} \). We have calculated FWC for the whole Baltic Sea using Eqs. (B3) and (B5) (Fig. B1). The difference of the calculated FWC of the Baltic Sea is around 100 km\(^3\) and rarely exceeds 200 km\(^3\), while the FWC anomaly of the Baltic Sea varies in the range of ±1000 km\(^3\). The estimates used by either formulation are between 10 %–20 %. We would like to point out that FWC calculated by Eq. (B3) (Boyer et al., 2007) is always larger than FWC calculated by Eq. (B5) (Gustafsson and Stigebrandt, 1996):

\[
\Delta \text{FWC} \equiv \text{Eq. (B5)} - \text{Eq. (B3)} = \frac{(S - S_{\text{ref}})^2}{SS_{\text{ref}}} \tag{B6}
\]

From Eq. (B6) we can see that the difference in FWC of two formulations increases with the increase in the difference between reference water salinity and the salinity of the mixture.
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Fig. B1. Time series of FWC in the Baltic Sea as calculated by Gustafsson and Stigebrandt (1996). In the application by Gustafsson and Stigebrandt (1996), the relationship (B5) is bounded to zero when \( S > S_{\text{ref}} \). The argumentation about the dynamics of the freshwater content is not applicable to the formulation by Gustafsson and Stigebrandt (1996). In the applicability range \( S \leq S_{\text{ref}} \), Eq. (B5) can be interpreted as follows: initially, a fixed volume, \( V \), is filled in with the water with salinity \( S_{\text{ref}} \), and, then, the amount of water \( V_f \) with salinity \( S_{\text{ref}} \) is removed from the fixed volume and replaced with freshwater with volume \( V_t \) to obtain the mixture with salinity \( S \).


High-frequency radar-derived coastal upwelling index

Pablo Lorente1, Anna Rubio2, Emma Reyes3, Lohitzune Solabarrieta2, Silvia Piedracoba4, Joaquín Tintoré3,5, and Julien Mader2

1Puertos del Estado, Madrid, 28042, Spain
2AZTI Marine Research, Basque Research and Technology Alliance (BRTA), Pasaia, 20110, Spain
3Balearic Islands Coastal Ocean Observing and Forecasting System (SOCIB), Palma, 07122, Spain
4CETMAR (Centro Tecnológico del Mar), Vigo, 36208, Spain
5Mediterranean Institute for Advanced Studies (IMEDEA), Esporles, 07190, Spain

Correspondence: Pablo Lorente (plorente@puertos.es)

Received: 30 July 2022 – Discussion started: 30 September 2022
Revised: 24 March 2023 – Accepted: 30 May 2023 – Published: 27 September 2023

Abstract. Coastal upwelling has been extensively studied since it plays a critical role in the connectivity between offshore waters and coastal ecosystems, which has impacts on water quality, fisheries, and aquaculture production. Significant efforts have been devoted to the quantification of the intensity, duration, and variability of this phenomenon by means of coastal upwelling indexes (CUIs), derived from wind, sea level pressure, or sea surface temperature data. Although valuable, first-order descriptors, such classical indexes have been reported to present some limitations. As one of the major shortcomings is the omission of the direct influence of ocean circulation, this work introduces a novel CUI, generated from remotely sensed hourly surface current observations provided by a high-frequency radar (HFR). The consistency of the proposed index (CUI-HFR) is assessed in two different oceanographic areas during two distinct time periods: in the north-western Iberian (NWI) peninsula for 2021 and in the Bay of Biscay (BOB) for 2014. To this aim, CUI-HFR is compared against a traditional CUI based on hourly wind observations (CUI-WIND) provided by two buoys. Likewise, the skill of CUI-HFR to identify upwelling and downwelling processes is also qualitatively evaluated. Complementarily, the prognostic capabilities of the GLOBAL analysis and forecasting system to accurately reproduce upwelling and downwelling events in the NWI area are also analysed (CUI-GLOBAL). Results obtained in these two pilot areas revealed the following: (i) noticeable agreement between CUI-HFR and CUI-WIND, with correlation coefficients above 0.67; and (ii) a proven ability of CUI-HFR and CUI-GLOBAL to categorize a variety of upwelling and downwelling episodes, which highlights their potential applicability for direct upwelling monitoring over any coastal area of the global ocean.

1 Introduction

Since coastal waters encompass many unique habitats and support a wide range of anthropogenic activities (tourism, transportation, fisheries, etc.), accurate monitoring is required for efficient marine resources management, the preservation of vulnerable ecosystems, and the sustained development of the so-called blue economy (Trincardi et al., 2020).

Cutting-edge technology that has been steadily gaining worldwide recognition as an effective shore-based remote sensing instrument is high-frequency radar – HFR (Roarty et al., 2019). HFR networks have become an essential component of ocean observatories as they collect, in near-real time, fine-resolution maps of the upper-layer flow over broad coastal areas, providing a dynamical framework for other traditional in situ observation platforms (Lorente et al., 2022; Rubio et al., 2017). HFR-derived surface circulation is a reliable source of information for search-and-rescue operations and oil spill tracking, among other practical applications (Reyes et al., 2022; Roarty et al., 2019; Rubio et al., 2017). Equally, it can be used for a detailed investiga-
tion of upwelling (UPW) and downwelling (DOW) processes that modulate the connectivity between offshore waters and coastal ecosystems (Lorente et al., 2020; Paduan et al., 2018; Kaplan and Largier, 2006). It occurs when alongshore winds and the Coriolis effect (due to Earth’s rotation) combine to drive a near-surface layer of water offshore, a process referred to as Ekman transport (Ekman, 1905). Such cross-shelf transport is compensated for by the vertical uplift of cold and enriched waters that fertilize the uppermost layer. Conversely, during DOW events winds induce net onshore displacement and subduction of surface coastal waters that foster the retention of organic matter and pollutants onto the shoreline with a subsequent impact on residence times and water renewal mechanisms.

Nowadays, there is an emerging question about the impact of anthropogenic pressures on future changes in coastal UPW ecosystems and the potential implications for biodiversity conservation (IPCC, 2022; Abrahams et al., 2021a; Xiu et al., 2018; Bakun et al., 2015; Cropper et al., 2014; Di Lorenzo, 2015). It has been hypothesized that climate change could promote greater land–sea temperature gradients together with stronger alongshore winds, eventually resulting in intensified wind-driven coastal UPW (Di Lorenzo, 2015; Varela et al., 2015; Barton et al., 2013). In Wang et al. (2015), results from an ensemble of climate models showed relevant changes in the timing, duration, intensity, and spatial heterogeneity of coastal UPW in response to future warming in most eastern boundary upwelling systems.

Since there is no available ground-truth observation of vertical currents, diverse coastal upwelling indexes (CUIs) have been derived from historical estimations of other met-ocean parameters (e.g. wind, sea level pressure, or sea surface temperature) to indirectly infer seasonal trends of UPW along the shoreline (Gunduz et al., 2022; Mourre et al., 2023; Abrahams et al., 2021a, b; González-Nuevo et al., 2014; Benazzouz et al., 2014; Wooster et al., 1976; Bakun, 1973). Despite being valuable first-order descriptors, such classical indexes have been reported to provide an incomplete picture of coastal UPW due to a number of limitations, encompassing uncertainties related to the estimation of wind stress or derived from the coarse spatio-temporal resolution of the atmospheric pressure fields used (Jacox et al., 2018).

As one of the major shortcomings is the omission of the direct influence of ocean circulation, the present work intends to fill this gap by introducing a novel CUI, generated from HFR-derived hourly surface current observations (CUI-HFR). Although such an ocean-based index was firstly presented in Lorente et al. (2020) as a proof-of-concept investigation, here we gain further insight into the credibility of the proposed approach by analysing two different regions (Fig. 1a), the north-western Iberian (NWI) peninsula upwelling system and the Bay of Biscay (BOB), for distinct time periods (2021 and 2014, respectively).

In the NWI region, which extends from 40 to 44°N (Fig. 1a), the ocean dynamics are regulated by the relative changes in the strength and position of the Azores high-pressure system with respect to the Iceland low-pressure system, defining two largely wind-driven oceanographic seasons (Lorente et al., 2020). The UPW season is predominant from March to October when northerly winds prevail and induce a south-westward surface flow. The upward flux of cold deep waters supplies nutrients to the euphotic zone, resulting in an elongated alongshore strip of maximum concentration of chlorophyll (Fig. 1b). During the rest of the year, the predominant DOW season is characterized by (i) prominent southerly winds that drive the surface circulation northwards and (ii) low biological productivity, with nutrient concentrations confined in shallower coastal areas (Fig. 1c).

---

Table 1. Products from the Copernicus Marine Service used in this study, including the Product User Manual (PUM) and QUality Information Document (QUID). Last access for all web pages cited in this table: 2 June 2023.

<table>
<thead>
<tr>
<th>Product ref. no.</th>
<th>Product ID and type</th>
<th>Data access</th>
<th>Documentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>INSITU_GLO_PHY_UV_DISCRETE_NRT_013_048, in situ observations</td>
<td>EU Copernicus Marine Service Product (2022a)</td>
<td>PUM: Verbrugge et al. (2022a); QUID: Verbrugge et al. (2022b)</td>
</tr>
<tr>
<td>2</td>
<td>INSITU_GLO_PHY_UV_DISCRETE_MY_013_044, in situ observations</td>
<td>EU Copernicus Marine Service Product (2023a)</td>
<td>PUM: Etienne et al. (2022); QUID: Etienne et al. (2023)</td>
</tr>
<tr>
<td>3</td>
<td>INSITU_IBI_PHYBGCWAV_DISCRETE_MYNRT_013_033, in situ observations</td>
<td>EU Copernicus Marine Service Product (2022b)</td>
<td>PUM: Copernicus Marine In Situ Tac Data Management Team (2021); QUID: Wehde et al. (2022)</td>
</tr>
<tr>
<td>4</td>
<td>GLOBAL_ANALYSISFORECAST_PHY_001_024, numerical models</td>
<td>EU Copernicus Marine Service Product (2022c)</td>
<td>PUM: Le Galloudec et al. (2022); QUID: Lellouche et al. (2022)</td>
</tr>
<tr>
<td>5</td>
<td>SST_GLO_SST_L4_REP_OBSERVATIONS_010_011, satellite observations</td>
<td>EU Copernicus Marine Service Product (2023b)</td>
<td>PUM: Worsfold et al. (2022); QUID: Worsfold et al. (2023)</td>
</tr>
<tr>
<td>6</td>
<td>OCEANCOLOUR_GLO_BGC_L4_MY_009_104, satellite observations</td>
<td>EU Copernicus Marine Service Product (2022d)</td>
<td>PUM: Colella et al. (2022); QUID: Garnesson et al. (2022)</td>
</tr>
</tbody>
</table>
Figure 1. (a) Study areas are marked with black squares: the north-western Iberian (NWI) peninsula upwelling system and the Bay of Biscay (BOB), where two high-frequency radars (HFRs) are deployed – product ref. nos. 1 and 2 (Table 1). Green dots denote HFR sites, while orange dots represent the Silleiro buoy and Bilbao buoy locations (product ref. no. 3) (Table 1), moored within the NWI and BOB areas, respectively. Red lines indicate selected transects: HFR-derived surface circulation and satellite-derived chlorophyll distribution – product ref. no. 6 (Table 1) – during a 2 d (b) summer upwelling event and (c) winter downwelling event in the NWI area, when intense northerly and southerly winds were predominant, respectively.

The south-eastern BOB (Fig. 1a) is characterized by complex topography wherein a combination of different temporal and spatial ocean processes (i.e. slope currents, eddies) governs the local hydrodynamics (Llope et al., 2006). Coastal UPW and DOW processes depict a marked seasonal variability, linked to seasonal changes in the wind regime (Prego et al., 2012; Botas et al., 1990). During autumn and winter, south-western winds are prevalent and induce DOW events. In spring and summer, winds are less intense and more variable, with the dominance of easterlies and north-easterlies driving weak but frequent UPW episodes (Fontán et al., 2008). Although UPW (whenever present) can be considered weak in comparison with typical UPW areas worldwide (Borja et al., 2008), this phenomenon has been investigated in the BOB region as they are significantly correlated with the recruitment of commercial fish species (Caballero et al., 2018). In particular, 55% of the recruitment variability of anchovy fisheries can be explained by upwelling over the spawning area (Borja et al., 2008). Therefore, the HFR deployed in this region might be very useful to monitor the surface circulation and characterize the UPW variability by means of a CUI (Caballero et al., 2018).

The main goal of this contribution is twofold: firstly, to assess the validity of the proposed ocean-based CUI-HFR through its comparison against a traditional CUI based on hourly wind observations (CUI-WIND) provided by adjacent in situ buoys (Fig. 1a). Likewise, the skill of CUI-HFR to categorize UPW and DOW events was also qualitatively evaluated. The second part of the goal is to infer the prognostic capabilities of the GLOBAL analysis and forecasting system.
This HFR system, deployed in the south-eastern BOB since 2009 and owned by Euskalmet (product ref. nos. 1 and 2 in Table 1), is a two-site CODAR SeaSonde network (Fig. 1a) that operates at a central frequency of 4.46 MHz, providing hourly current maps (representative of the first 1.5 m of the water column) with a spatial resolution of 5 km in an area up to 150 km from the coast (Solabarrieta et al., 2014). The consistent performance of this system and its potential for the study of ocean processes and transport patterns have already been demonstrated by previous works (Manso-Narvarte et al., 2018; Solabarrieta et al., 2014, 2015, 2016; Rubio et al., 2011, 2018).

Data are collected, processed, and quality-controlled following standard recommendations (Mantovani et al., 2020). They are later distributed in near-real time through the European HFR Node as part of the Copernicus Marine Services. Again, a cut-off filter of 3 was imposed for the GDOP parameter to mitigate the impact of geometrical uncertainties on total current vectors accuracy (Fig. A1b).

Finally, HFR-derived current estimations used in this work were collected from April to August 2014, when the system operated consistently and provided the longest data series (Solabarrieta et al., 2015).

2.2 The HFR system deployed in BOB

This HFR system, deployed in the south-eastern BOB since 2009 and owned by Euskalmet (product ref. nos. 1 and 2 in Table 1), is a two-site CODAR SeaSonde network (Fig. 1a) that operates at a central frequency of 4.46 MHz, providing hourly current maps (representative of the first 1.5 m of the water column) with a spatial resolution of 5 km in an area up to 150 km from the coast (Solabarrieta et al., 2014). The consistent performance of this system and its potential for the study of ocean processes and transport patterns have already been demonstrated by previous works (Manso-Narvarte et al., 2018; Solabarrieta et al., 2014, 2015, 2016; Rubio et al., 2011, 2018).

Data are collected, processed, and quality-controlled following standard recommendations (Mantovani et al., 2020). They are later distributed in near-real time through the European HFR Node as part of the Copernicus Marine Service products. Again, a cut-off filter of 3 was imposed for the GDOP parameter to mitigate the impact of geometrical uncertainties on total current vectors accuracy (Fig. A1b).

Finally, HFR-derived current estimations used in this work were collected from April to August 2014, when the system operated consistently and provided the longest data series (Solabarrieta et al., 2015).

2.3 In situ buoys

Basic features of two deep-ocean buoys (product ref. no. 3 in Table 1), deployed within each HFR footprint (Fig. 1a) and operated by Puertos del Estado, are gathered in Table 2. Both in situ devices collect quality-controlled estimations of sea surface temperature, salinity, and currents, among other physical parameters. Furthermore, both buoys are equipped with a wind sensor, providing hourly averaged wind vectors at 3 m height.

2.4 GLOBAL analysis and forecasting system

The operational Mercator global ocean analysis and forecast system provides 10 d of 3D global ocean forecasts updated daily. This product (product ref. no. 4 in Table 1), named GLOBAL_ANALYSIS_FORECAST_PHY_001_024 and freely available through the Copernicus Marine Service catalogue, includes daily and monthly mean files of temperature, salinity, currents, sea level, mixed layer depth, and ice parameters from the surface to seafloor (5500 m depth) over the global ocean. It also includes hourly mean surface fields for sea level height, temperature, and currents. The global ocean output files are displayed on 50 vertical levels with a 1/12° horizontal resolution over a regular latitude and longitude equirectangular projection. This product presents temporal coverage from November 2020 to the present.

The system is based on the Nucleus for European Modelling of the Ocean (NEMO) v3.1 ocean model (Madec and the NEMO team, 2008) and is forced with 3-hourly atmospheric fields provided by the European Centre for Medium-Range Weather Forecasts. The GLOBAL system does not include tides or pressure forcing. Altimeter data, in situ tem-
temperature and salinity vertical profiles, and satellite surface temperature data are jointly assimilated to estimate the initial conditions for numerical ocean forecasting. For further details, the reader is referred to the GLOBAL Product User Manual (Le Galloudec et al., 2022) and to Lellouche et al. (2018).

2.5 Satellite-derived data

Surface fields of temperature and chlorophyll (product ref. nos. 5 and 6 in Table 1, respectively) provided by satellite missions were downloaded from the Copernicus Marine Service catalogue and used to analyse the impact of UPW and DOW events on their spatial distribution.

3 Methodology

Bakun (1973, 1975) proposed a CUI (the so-called Bakun index) based on Ekman theory (Ekman, 1905) and available estimates of atmospheric conditions to derive estimates of cross-shore Ekman transport as a proxy for coastal UPW. Following the same approach, in the present contribution two CUIs were computed (as benchmarks to compare CUI-HFR against) from hourly wind estimations provided by in situ buoys moored within each HFR coverage (Fig. 1a). Then, the CUI-WIND is defined as follows.

For the NWI region:

\[
U_{\text{Ekman}} = \text{CUI} - \text{WIND} \left( \frac{m^3}{s \text{ km}} \right) = -\rho_a \cdot C_d \cdot \frac{\sqrt{u^2 + v^2} \cdot v}{f \cdot \rho_w} \cdot C
\]  

(1)

For the BOB region:

\[
V_{\text{Ekman}} = \text{CUI} - \text{WIND} \left( \frac{m^3}{s \text{ km}} \right) = -\rho_a \cdot C_d \cdot \frac{\sqrt{u^2 + v^2} \cdot u}{f \cdot \rho_w} \cdot C
\]  

(2)

Here, \( \rho_a \) is the air density at standard temperature and pressure conditions (1.22 kg m\(^{-3} \)), \( \rho_w \) is the seawater density (1025 kg m\(^{-3} \)), \( C_d \) is a dimensionless empirical drag coefficient (1.4 \( \times 10^{-3} \)), and \( f \) is the latitude-dependent Coriolis parameter (whose values are shown in Table 2). In this case, \( u \) and \( v \) denote the hourly time series of zonal and meridional wind at 3 m height, respectively, as measured by each buoy. The sign is changed to define positive (negative) magnitudes of CUI-WIND as a response to the predominant equatorward (poleward) wind over NWI and the predominant westward (eastward) wind over BOB.

Assuming the prompt and direct reaction of the upper ocean layer to intense and prolonged wind forcing in NWI (Herrera et al., 2005) and BOB (Solabarrieta et al., 2015), it seems reasonable to develop an ocean-based indicator for UPW and DOW conditions. Analogously, the CUI-HFR is defined as follows.

For the NWI region:

\[
U_{\text{Ekman}} = \text{CUI} - \text{HFR} \left( \frac{m^3}{s \text{ km}} \right) = -\rho_a \cdot C_d \cdot \frac{\sqrt{u^2 + v^2} \cdot v \cdot 1000}{f \cdot \rho_w} \cdot C
\]  

(3)

For the BOB region:

\[
V_{\text{Ekman}} = \text{CUI} - \text{HFR} \left( \frac{m^3}{s \text{ km}} \right) = -\rho_a \cdot C_d \cdot \frac{\sqrt{u^2 + v^2} \cdot u \cdot 1000}{f \cdot \rho_w} \cdot C
\]  

(4)

Here, \( u \) and \( v \) represent the filtered hourly time series of zonal and meridional surface current velocities (m s\(^{-1} \)) provided by the HFR, respectively. A 25 h running-mean filter was used to smooth time series data by suppressing the main diurnal and semidiurnal tidal constituents (Shirahata et al., 2016), particularly the M2 signal, which is the largest harmonic constituent in the study area. Furthermore, \( C \) represents a dimensionless parameter that acts as a proportionality constant between wind and surface current observations, assuming a direct relationship between the two parameters (Lorente et al., 2020; Solabarrieta et al., 2015). The value of this parameter, which depends on the selected study area, can be easily derived from the best linear fit against CUI-WIND. For instance, \( C \) is equal to 2300 (3500) for the NWI (BOB) region.

In order to obtain a single time series of CUI-HFR, which is representative of the entire study area, hourly 2D maps
were spatially averaged over a delimited HFR spatial subdomain (see Fig. A1). In particular, two prerequisites were imposed to select such a subdomain: (i) it should be between 60 and 1200 m bathymetric depths to represent coastal waters while avoiding shallow water effects and the potential impact of impulsive-type freshwater discharges on the coastal circulation, and (ii) a predefined threshold of 3 was established for the GDOP parameter to minimize geometrical uncertainties in the remotely sensed sensors. Finally, as a rough approximation, we also assumed that the local coastline was perfectly aligned in the south–north axis for the NWI region and in the east–west axis for the BOB region, which implies that $v$ and $u$ surface current components were parallel to the coastline.

Representative UPW and DOW episodes were selected for each study area to analyse the prevailing met-ocean conditions (wind and surface circulation, among others) along with the spatial distribution of CUI. In the case of the NWI area, a CUI was also derived from the surface currents predicted by the GLOBAL analysis and forecast system (Lelouche et al., 2018) following Eq. (3). CUI-GLOBAL and CUI-HFR were intercompared to infer strengths and weaknesses of each index and infer the potential of the GLOBAL model as a predictive tool for UPW conditions in this specific region. To this aim, a variety of outcomes were computed, ranging from 2D maps, time series, and the best linear fit of scatter plots to Hovmöller diagrams, which are the common way of plotting met-ocean data to depict changes over time of scalar quantities such as the CUI (Benazzouz et al., 2014).

### 4 Results

To quantify the consistency of both CUI-HFR and CUI-GLOBAL in the NWI area, hourly time series were compared against CUI-WIND, derived from wind estimations provided by the Silleiro buoy (Fig. 2a–b). The visual resemblance between the three different CUIs was noticeable, with significantly high correlation coefficients: (i) 0.72 and 0.74 between CUI-GLOBAL and CUI-WIND for the entirety of 2021 and for August–December 2021, respectively, as reflected by their best linear fit of scatter plots (Fig. A2a–b); (ii) 0.80 between CUI-HFR and CUI-WIND for August–December 2021 (Fig. A2c); (iii) 0.91 between CUI-GLOBAL and CUI-HFR for August–December 2021 (Fig. A2d). According to the statistical results in Fig. A2a–c, we can state that (i) the slope and intercept values were close to 1 and moderately low, respectively, and (ii) ocean-based CUI and CUI-WIND are strongly correlated, likely due to the role of alongshore wind stress as a primary driver of UPW conditions in the NWI area. Hourly alongshore winds (from Silleiro buoy) and HFR-derived alongshore currents (at the grid point closest to the buoy) are highly correlated (0.80) for August–December 2021 (not shown). It is also worth highlighting the ability of the GLOBAL model to capture many of the most relevant UPW (positive values) and DOW (negative values) episodes such as those observed during February 2021, whose values were higher than $3000 \text{ m}^3 \text{s}^{-1} \text{km}^{-1}$ and lower than $-5000 \text{ m}^3 \text{s}^{-1} \text{km}^{-1}$, respectively (Fig. 2a).

With regard to the 5-month period (August–December 2021) of concurrent CUI estimations (Fig. 2b), the degree of agreement was rather satisfactory. Both ocean-based CUIs were able to reproduce the temporal variability, capturing the most prominent events fairly well (marked and denoted in black). Hovmöller diagrams of CUI were computed at a selected transect of constant longitude (9.43° W, shown in Fig. 1a) to infer its spatio-temporal evolution (Fig. 2c–d). There were clear similarities (in terms of intensity and timing) between CUI-HFR and CUI-GLOBAL during the entire 5-month period, with a predominance of UPW (DOW) events during the summer and autumn (early winter) of 2021.

The Hovmöller diagrams of sea surface temperature (SST) and chlorophyll $a$ (Chl) concentration at the same transect corroborated the consistency of the proposed approach (Fig. 2e–f). An abrupt cooling (with SST below 14°C) and a relevant peak of Chl (with values above 2 mg m$^{-3}$) were observed by mid-August 2021, coincident with the UPW-1 event previously categorized (Fig. 2b–d). Equally, the moderate UPW episode that took place on 20 September 2021 (denoted as UPW-2 in Fig. 2b) could also be related to a local drop in SST (Fig. 2e) and a maximum of Chl (Fig. 2f) at the northermost sector of the transect, in the vicinity of Cape Finisterre (Fig. 1a), which has been largely documented to act as the locus of frequent UPW (Lorente et al., 2020; Torres et al., 2003). Finally, the intense DOW event identified by CUI-HFR and CUI-GLOBAL for 21 December 2021 (denoted as DOW-1 in Fig. 2b) was coincident with a general minimum of Chl concentration (Fig. 2f), resulting in reduced primary production. These findings confirm the strong connection between the wind-induced circulation, coastal UPW, and the modulation of SST and Chl fields at the uppermost layer, in line with previous works. For instance, Alvarez et al. (2012) postulated that the high seasonal variability of Chl in NWI was mainly related to UPW episodes during spring and summer, while Chl variations depended on other additional factors (such as the input of nutrients from land run-off) during autumn and winter.

To gain further insight into the three specific events previously identified (Fig. 2b), daily averaged maps of CUI and circulation patterns were computed from current estimations provided by both HFR and the GLOBAL model (Fig. 3). During the UPW-1 (Fig. 3a–b) and UPW-2 (Fig. 3c–d) events, intense northerlies (with gusts above 10 m s$^{-1}$) were predominant over the study area according to the wind roses derived from Silleiro buoy observations. Despite the observed discrepancies in magnitude and direction, maps of wind-induced surface currents shared some common features: (i) the prevailing S-SW surface circulation (as a response to northerly winds) along with the typical offshore deflection of the flow, associated with UPW-favourable con-
Figure 2. Time series of diverse hourly coastal upwelling index (CUI) in the north-western Iberia (NWI) region (a) for the entirety of 2021 and (b) for August–December 2021, as derived from wind observations from the Silleiro buoy (CUI-WIND) (product ref. no. 3; Table 1), HFR surface currents (CUI-HFR) (product ref. nos. 1 and 2; Table 1), and modelled surface currents (CUI-GLOBAL) (product ref. no. 4; Table 1). CUI-WIND raw (grey dots) was filtered by applying a 24 h moving mean (blue line). Hovmöller diagrams of (c) CUI-HFR, (d) CUI-GLOBAL, (e) sea surface temperature (SST) (product ref. no. 5; Table 1), and (f) chlorophyll (Chl) (product ref. no. 6; Table 1) concentration during the period August–December 2021 for a selected transect of constant longitude (9.43° W), depicted in Fig. 1a.

ditions; (ii) the rather uniform circulation westwards (southwestwards) to the north (south) of Cape Finisterre (indicated in Fig. 1a); (iii) the absence of submesoscale structures (i.e. eddies, small meanders) due to the strong wind-induced homogenization. It is also worth mentioning that the GLOBAL model predicted a more pronounced alongshore circulation (i.e. a more intense meridional \( \nu \) velocity component) to the south of this coastal promontory, which probably gave rise to higher CUI values (Fig. 3b) than those derived from HFR current estimations (Fig. 3a), according to Eq. (3). Indeed, this could be also observed in Fig. 2b where the peak of CUI-GLOBAL (green line) was higher than the concomitant peak of CUI-HFR (red line) during the UPW-1 episode. By contrast, local maximums of CUI-GLOBAL and CUI-HFR time series during the UPW-2 event were rather alike in terms of timing and strength (Fig. 2b). Analogously, the spatial distribution of CUI was quite similar for HFR (Fig. 3c) and GLOBAL (Fig. 3d), with a core of maximum UPW observed to the south of Rias Baixas (several coastal embayments characterized by high biodiversity, denoted in Fig. 1a). The main discrepancy between the two patterns was that in the case of GLOBAL, the peak appeared in the form of an elongated belt of positive values of CUI (confined landward close to the shoreline), whereas the HFR-derived pattern revealed a wider dipole-like structure, with two main cores of maximum CUI-HFR (close to 4000 m\(^3\)s\(^{-1}\)km\(^{-1}\)). The drop in CUI-HFR is consistent (in timing and location) with the drop in Chl concentration shown in Fig. 1b, supporting this HFR pattern, which was already documented in Lorente et al. (2020). Finally, during the DOW-1 event (Fig. 2b), both HFR and GLOBAL captured the so-called Iberian poleward current fairly well, a narrow surface poleward flow along the
NW shelf edge (Torres and Barton, 2006). As reflected in Fig. 3e–f, DOW-favourable southerly winds induced a net flow to the north that settled in the continental shelf and circuited the western and northern Iberia margins. Again, the main difference resided in the existence of both a longitudinal gradient and a narrow strip of very negative CUI values close to the coastline in the case of GLOBAL (Fig. 3f), while the HFR-derived map of CUI exhibited a dipole-like distribution wherein the values were not so negative (Fig. 3e). This was also evidenced in the spatially averaged hourly time series of CUI shown in Fig. 2b, where the drop in CUIGLOBAL was sharper than observed in CUI-HFR.

To further verify the validity of the proposed methodology, a similar CUI was generated for a 5-month period (April–August 2014) from an hourly surface current estimation provided by another HFR system deployed in the BOB since 2009 (Solabarrieta et al., 2014). This CUI-HFR was validated against a CUI-WIND based on hourly estimations provided by the Bilbao buoy (located within the HFR footprint and depicted in Fig. 1a), used here as a reference benchmark (Fig. 4a). The visual resemblance between the two time series was significantly high, with a correlation coefficient and a slope of 0.68 and 1, respectively, for a set of 3672 hourly data (Fig. A2e). During the analysed period, DOW events (5) were predominant with respect to UPW episodes (1). It seemed that CUI-HFR tended to slightly underestimate the intensity of some DOW events (i.e. DOW-2, DOW-3, and DOW-4), while it clearly overestimated the strength of the UPW-1 episode (Fig. 4a).

A Hovmöller diagram of CUI-HFR was computed at a selected transect of constant latitude (43.54° N, denoted in Fig. 1a) to deduce its spatio-temporal variability (Fig. 4b). The six events previously categorized were clearly observed and marked in the diagram, where the UPW and DOW features were evidenced throughout the entire transect. A number of secondary UPW events could be observed: although relevant in strength and duration, they were spatially confined to the westernmost sector of the transect (coincident with Cape Matxitxako, denoted in Fig. 1a) during the beginning of April, late July, and early August 2014. This fact highlighted the importance of coastal promontories as modulators of UPW processes by inducing important wind stress variations and zones of retention (Pitcher et al., 2010).

During DOW-1 event (Fig. 4c), intense westerly winds (up to 10–12 m s−1) were dominant and a counterclockwise recirculation pattern prevailed, revealing the associated mechanisms of convergence and subduction (and the subsequent vertical mixing), especially in the vicinity of Cape Matxitxako (denoted in Fig. 1a) where a local minimum of CUI (down to −3000 m² s⁻¹ km⁻¹) was detected. By contrast, weak north-easterly winds induced a general surface flow to the west during UPW-1 (Fig. 4d). Two local cores of UPW (ranging from 1000 to 1500 m² s⁻¹ km⁻¹) could be observed: one on the south-western French coast and a secondary one near Cape Matxitxako. The rest of the DOW events denoted in Fig. 4a (not shown) were very similar to the DOW-1 case shown here (Fig. 4c), sharing common circulation features and comparable spatial distributions of CUI. Most of the surface current patterns were clearly related to specific wind patterns that are recurrent in the study area, in line with Borja et al. (2008) and Solabarrieta et al. (2015).

5 Conclusions

Over the last decades, relevant efforts have been dedicated to the indirect quantification of the intensity, duration, and variability of UPW since it seriously impacts biogeochemical cycles and ecosystem productivity (Lachkar and Gruber, 2011). Diverse CUIs have been traditionally derived from wind or sea level pressure estimations, but they present some limitations such as the omission of the direct influence of ocean circulation (Jacox et al., 2018). In the present contribution, attention was placed on the development of a purely ocean-based CUI for the NWI and BOB regions (Fig. 1a), constructed from reliable hourly surface current maps provided by two different HFR remote sensing systems.

In this context, the proposed CUI-HFR presents additional advantages with respect to previous traditional CUIs, namely the following.

i. It takes into consideration the direct influence of coastal waters dynamics, thereby providing a more complete portrait of this phenomenon.

ii. It provides high-resolution two-dimensional maps that can aid in elucidating the spatial distribution and magnitude of the coastal, together with the potential existence of recurrent patterns and/or filaments in intricate regions with complex geometry configurations. The small-scale belt of UPW, confined in shallower coastal areas and evidenced in Fig. 3a and c, is consistent with HFR-derived maps of horizontal divergence previously published in Lorente et al. (2020). In this previous work, it was suggested that positive divergence, localized at the tip of Cape Finisterre, induced topographic UPW and then upwelled waters were advected southwards away from the promontory. Similar initiatives with HFR current observations were effectively addressed on the west coast of the USA (Roughan et al., 2005), proposing that confined areas of semi-persistent UPW were not due to local or remote wind forcing but rather to the divergence of the prevailing southerly flow as it passed the Point Loma headland.

iii. It is generated from consistent remotely sensed hourly surface current observations, not from coarse-resolution atmospheric forecasts, which are probably affected by higher uncertainties. This interpretation is supported by the fact that operational atmospheric and ocean models include assimilation schemes in which remote observations are routinely ingested to improve their pre-
Figure 3. Daily averaged maps of circulation and coastal upwelling index (CUI) as derived from surface current estimations provided by a high-frequency radar (HFR, left column, product ref. no. 1 and no. 2 in Table 1) and the GLOBAL model (right column, product ref. 4) for each specific upwelling (UPW) and downwelling (DOW) episode categorized in Fig. 2b. Daily wind roses derived from hourly wind estimations from the Silleiro buoy (represented by an orange dot, product ref. no. 3 in Table 1) are also provided, indicating incoming wind direction and speed.
Figure 4. (a) Coastal upwelling indexes (CUIs) in the Bay of Biscay (April–August 2014) based on hourly wind observations (from the Bilbao buoy, product ref. no. 3 in Table 1) and hourly surface currents (from an HFR system, product ref. no. 1 and no. 2 in Table 1). CUI-WIND raw (grey dots) was filtered by applying a 24-h moving mean (blue line). Identification of six UPW–DOW events. (b) Hovmöller diagram of CUI-HFR for a transect of constant latitude, where UPW (DOW) events are marked with black dotted squares. (c–d) Daily averaged maps of surface circulation and CUI-HFR for two events. Daily wind roses from the Bilbao buoy (represented by an orange dot, product ref. no. 3 in Table 1) are also provided, indicating incoming wind direction and speed.
dictive skills (Wilczak et al., 2019; Hernandez-Lasheras et al., 2021).

To assess the credibility of the proposed CUI-HFR indexes, they were spatially averaged over specific subdomains (Fig. A1) and later validated against CUI-WIND time series, based on hourly wind observations collected by two in situ buoys moored within each HFR footprint, during two distinct time periods: in NWI for August–December 2021 (Fig. 2) and in BOB for April–August 2014 (Fig. 4), respectively. The results obtained evidenced the significant agreement between CUI-HFR and CUI-WIND, with correlation coefficients of 0.80 (Fig. A2e) and 0.68 (Fig. A2e), respectively, for these two pilot areas. Furthermore, CUI-HFRs were able to adequately identify a variety of UPW and DOW episodes, regardless of their length and intensity, corroborating the recurrent relationship between the surface circulation and predominant wind patterns in NWI (Herrera et al., 2005) and BOB (Solabarrieta et al., 2015). Thanks to the computation of Hovmöller diagrams at selected transects, coastal promontories such as Cape Finisterre (NWI) and Cape Matxitxako (BOB) were revealed as important modulators of UPW processes, in line with previous works that acknowledged that capes and bays may induce significant variations in wind stress (Torres and Barton, 2006; Enriquez and Frihe, 1995).

The strong link between HFR-derived wind-induced circulation and the modulation of surface fields of temperature and chlorophyll (provided by two independent satellite missions) was also shown in the NWI area, coherent with prior literature (Picado et al., 2013). Intense northerly winds and the general flow induced to the south-west are closely associated with the cooling and fertilization of coastal waters with nutrients, fuelling high primary production that ultimately supports the notable biological diversity in this region. Within this framework, future investigations should explore the connection between ocean dynamics and marine communities as well as how the latter respond to persistent changes in the former. This could be achieved by analysing the relationship between the proposed CUI-HFRs and food availability, which is often represented by recruitment indexes (Borja et al., 1996, 2008).

As a proof-of-concept investigation, the prognostic capabilities of the GLOBAL analysis and forecasting system to accurately reproduce UPW–DOW events in the NWI area were also assessed (Figs. 2 and 3). Following the same approach, CUI-GLOBAL demonstrated significant consistency, with annual correlation coefficients of 0.74 and 0.72 for 2020 (Fig. A3) and 2021 (Fig. 2a). From a qualitative perspective, the daily maps of surface circulation and spatial patterns of CUI-GLOBAL presented similarities with those derived from HFR remotely sensed observations, namely (i) the rather uniform S-SW surface circulation as well as the related offshore deflection of the main flow during UPW-favourable conditions (Fig. 3a–d) and (ii) the narrow surface poleward flow along the NWI shelf edge during DOW-favourable conditions (Fig. 3e–f). The discrepancies detected between CUI-HFR and CUI-GLOBAL maps in this specific subregion could be attributed to the fact that coastal and shelf phenomena are still poorly replicated or even misrepresented as the model grid mesh is too coarse (e.g. nominal 1/12°). This is especially true for complex geometry regions like semi-enclosed coastal embayments where the coastline, seamounts, and bottom topography are not well resolved. In this context, mixing schemes, river inflows, and atmospheric forcings have been traditionally identified as areas of further research in global ocean modelling (Holt et al., 2017). Nevertheless, this comparison potentially opens future pathways for the design of fit-for-purpose metrics that quantify the model skill in reproducing specific ocean processes and their seasonal variability.

Therefore, the obtained outcomes support the potential implementation of a predictive application to infer UPW–DOW conditions even 10 d ahead, which is the maximum forecast horizon provided by the GLOBAL ocean model. Complementarily, the methodology proposed in this work could also be applied to the GLOBAL ocean physics reanalysis product (which covers the period 1 January 1993–31 December 2020) to analyse long-term seasonal trends in both study areas, as extremely active and persistent UPW and DOW episodes might negatively impact coastal ecosystems. During periods of increased offshore advection, some fish and invertebrate populations are exported from coastal habitats and exhibit reduced recruitment success (Bjorkstedt and Roughgarden, 1997). Moreover, an excessive enrichment of surface waters inshore may support the proliferation of harmful algal blooms (Pitcher et al., 2010). By contrast, the opposite-phase circulation patterns during DOW-favourable wind conditions might be related to the transport and retention of pollutants onto the shoreline, with subsequent biological and socio-economic consequences.

In summary, results seem to suggest that the HFR performances were sound and credible for the two distinct periods and areas analysed, providing reliable surface current estimations that could be effectively used for coastal monitoring and the characterization of recurring UPW and DOW episodes. Future research endeavours should include the syn-ergetic combination of HFRs and GLOBAL model products to implement a valuable long-term ocean monitoring indicator that might be used over any coastal area of the global ocean for wise decision-making to mitigate adverse effects of climate change.
Appendix A

Figure A1. Selection of subdomains within each HFR coverage – product ref. nos. 1 and 2 (Table 1). The blue area represents the entire HFR spatial grid, while the green area denotes the subdomain where the value of the dimensionless GDOP parameter is below 3. The yellow area is the selected HFR subdomain to compute the coastal upwelling index (CUI) and must fulfil two requirements: (i) GDOP must be below 3, and (ii) it must be between bathymetric contours (red lines) of 60 and 1200 m depth. Green dots represent the HFR sites that compose each network deployed in the NWI (a) and BOB (b) regions.

Figure A2. Best linear fit of scatter plots between the following: (a–b) CUI-GLOBAL (product ref. no. 4 in Table 1) and CUI-WIND (filtered), product ref. no. 3 (Table 1), in the NWI area for the entirety of 2021 and August–December 2021; (c) CUI-HFR, product ref. nos. 1 and 2 (Table 1), and CUI-WIND (filtered), product ref. no. 2 (Table 1), in the NWI area for August–December 2021; (d) CUI-GLOBAL, product ref. no. 4 (Table 1), and CUI-HFR, product ref. nos. 1 and 2 (Table 1) in the NWI area for August–December 2021; (e) CUI-HFR, product ref. nos. 1 and 2 (Table 1), and CUI-WIND (filtered), product ref. no. 3 (Table 1), in the BOB area for April–August 2014. Statistical metrics are gathered in white boxes.
Figure A3. (a) Time series of hourly coastal upwelling index (CUI) in the north-western Iberia (NWI) region for the entirety of 2020 as derived from wind observations from Silleiro Buoy (CUI-WIND), product ref. no. 3 (Table 1), and from modelled surface currents (CUI-GLOBAL), product ref. no. 4 (Table 1). CUI-WIND raw (grey dots) was filtered by applying a 25 h moving mean (blue line); (b) best linear fit of the scatter plot between CUI-GLOBAL and CUI-WIND (filtered). Statistical metrics are gathered in the white box.
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Abstract. The ocean has the largest heat capacity of any single component of the climate system and plays a key dominant role in global heat content changes. To analyse ocean heat content (OHC) variability in the Iberia–Biscay–Ireland (IBI) region, several Copernicus Marine reanalysis and observational products are used together to provide multi-product estimations of OHC anomalies over the water column (at upper layers 150, 700, and 2000 m). This work provides a study of spatial and temporal variability of OHC in the northeastern Atlantic region through the analysis of area-averaged time series, trend maps, and trends linked with the main water masses found in the IBI region.

The work states the key role that subsurface water masses play in the OHC trends in the IBI region. The study shows that, although no significant trends are detected for the surface water layers, the intermediate and deep water layers show significant trends (with rates of +0.40 W m⁻²). However, the high interannual variability of the subsurface water masses masks these trends. Two of the main water masses described in the region (i.e. Sub-Arctic Intermediate Water and Mediterranean Outflow Water) are found to explain more than 50 % of the OHC variability. Since the variability of both water masses is linked to the North Atlantic Oscillation, the work shows the mechanisms by which atmospheric forcing is able to affect the subsurface water layers without showing a signal in the surface.

1 Introduction

It is well established that the main storage (> 90 %) of extra heat from increasing greenhouse gases is absorbed by the oceans; consequently, oceans are the dominant source of changes in global warming (Levitus et al., 2005, 2012; Trenberth et al., 2014; Cheng et al., 2017; von Schuckmann et al., 2020; Gulev et al., 2021). Additionally, the heat stored in oceans has increased during the last decades at basin and global scales (Gulev et al., 2021; Abraham et al., 2013). Therefore, ocean heat content (OHC) is one of the six global climate indicators recommended by the World Meteorological Organization for Sustainable Development Goal 13 implementation (WMO, 2017).

Ideally, the estimations of OHC are integrated over the full depth of the ocean, but for limitations related to the observing system, this is typically done from the ocean’s surface down to a reduced depth (such as 700 or 2000 m). The choice of these levels is due to the fact before the year 2000, temperature measurements were most often taken in the upper 700 m of the water column, but by about 2005 the Argo array had sufficient space–time sampling to yield an improved measurement of OHC down to a depth of 2000 m (von Schuckmann et al., 2016; Abraham et al., 2013; Cheng et al., 2022, 2017).

The Copernicus Marine service provides marine data covering the global ocean and European seas, splitting them into six different regions. One of those, the Iberian–Biscay–Ireland (IBI) region, covers the northeastern Atlantic from the Canary Islands (26°N) up to Ireland (55°N), being limited by the 20°W meridian and the continental margin. Among the variety of hydrographic processes taking place.
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in the IBI region we could mention the northern limit of the Canary Current, the upwelling system that influences the Iberian Peninsula and African coasts, the spreading Mediterranean waters that influence the intermediate hydrographic properties and promote the formation of long-lasting eddies, and the influence of the eastern closure of the subtropical gyre that brings warm waters from the Gulf Stream, influencing the climate of western Europe. In this region, the literature describes a number of water masses but three groups of salinity extrema mainly determine the intermediate hydrographic structure: a subsurface salinity minima connected with Sub-Arctic Intermediate Water (SAIW) at potential density anomalies $27.3 < \sigma_\theta \text{ kg m}^{-3}$, salinity maxima connected with Mediterranean Outflow Water (MOW) at $27.45 < \sigma_\theta \text{ kg m}^{-3}$, and salinity minima connected with Labrador Sea Water (LSW) underneath the green ocean, e.g. the chlorophyll a from Reanalysis OMI (GLOBAL_OMI_WMHE_volttrp); the green ocean, e.g. the mean volume transport across sections from Observations Reprocessing OMI (OMI_HEALTH_CHL_GLOBAL_OCEANCOLOUR_trend); and the white ocean, e.g. the sea ice extent OMI (ARCTIC_OMI_SI_extent). Among the multiple OMIs provided by Copernicus Marine, an important family includes the indicators focused on evaluating OHC trends and variability. Particularly, the indicator GLOBAL_OMI_OHC_trend (see Tables 1 and 2 for more details on the product; hereafter this product will be referred to as GLO-OMI-trend) provides a global map of trends of OHC integrated in the upper 2000 m. Attending to the spatial variability of trends in the IBI region, this global OMI shows spatial variability of trends, ranging from negative trends of $-5 \text{ W m}^{-2}$ westward of the parallel $40^\circ \text{ N}$ up to positive trends of $2.5 \text{ W m}^{-2}$ observed westward of the Gulf of Cádiz. However, this global information should be treated cautiously when looking at regions close to coastal areas and marked by the combination of on-shelf and open waters, such as occurs in the IBI domain.

In the last decades, the upper North Atlantic Ocean experienced a reversal of climatic trends for temperature and salinity. While the period 1990–2004 is characterised by decadal-scale ocean warming, the period 2005–2014 shows a substantial cooling and freshening (González-Pola et al., 2020; Holliday et al., 2020; Somavilla et al., 2009). Such changes are discussed to be linked to ocean internal dynamics and air–sea interactions (Fox-Kemper et al., 2021; Collins et al., 2019; Robson et al., 2016), together with changes linked to the connectivity between the North Atlantic Ocean and the Mediterranean Sea (Masina et al., 2022). Previous works show a consistency of regional OHC with this decadal-scale variability in the IBI region (von Schuckmann et al., 2016, 2018); however, in spite of the year-to-year variability, a long-term warming trend of $0.9 \pm 0.4 \text{ W m}^{-2}$ in the upper 700 m of the IBI region is also detected. These studies concluded that the

---

**Table 1.** List of Copernicus Marine products used for the computation of ocean heat content (OHC) in the Iberia–Biscay–Ireland region (IBI).

<table>
<thead>
<tr>
<th>Product ref. no.</th>
<th>Product ID/acronym/type</th>
<th>Data access</th>
<th>Documentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>IBI_MULTIYEAR_PHY_005_002 (IBI-REA)</td>
<td>EU Copernicus Marine Service Product (2022a)</td>
<td>QUID: Levier et al. (2022)</td>
</tr>
<tr>
<td></td>
<td>Numerical models</td>
<td></td>
<td>PUM: Amo-Baladrón et al. (2022)</td>
</tr>
<tr>
<td>2</td>
<td>GLOBAL_MULTIYEAR_PHY_001_030 (GLO-REA)</td>
<td>EU Copernicus Marine Service Product (2022b)</td>
<td>QUID: Drévilleon et al. (2022a)</td>
</tr>
<tr>
<td></td>
<td>Numerical models</td>
<td></td>
<td>PUM: Drévilleon et al. (2022b)</td>
</tr>
<tr>
<td>3</td>
<td>INSITU_GLO_PHY_TS_OA_MY_013_052 (COR)</td>
<td>EU Copernicus Marine Service Product (2022c)</td>
<td>QUID: Szekely (2022a)</td>
</tr>
<tr>
<td></td>
<td>In situ observations</td>
<td></td>
<td>PUM: Szekely (2022b)</td>
</tr>
<tr>
<td>4</td>
<td>MULTI OBS_GLO_PHY_TSUV_3D_MYNRT_015_012 (ARMOR)</td>
<td>EU Copernicus Marine Service Product (2021a)</td>
<td>QUID: Greiner et al. (2021)</td>
</tr>
<tr>
<td></td>
<td>In situ observations and Satellite observations</td>
<td></td>
<td>PUM: Guinehut (2021)</td>
</tr>
<tr>
<td>5</td>
<td>GLOBAL_OMI_OHC_trend (GLO-OMI-trend)</td>
<td>EU Copernicus Marine Service Product (2021b)</td>
<td>QUID: von Schuckmann et al. (2021)</td>
</tr>
<tr>
<td></td>
<td>Numerical models, in situ observations, and satellite observations</td>
<td></td>
<td>PUM: Monier et al. (2021)</td>
</tr>
</tbody>
</table>
Earth’s positive energy imbalance dominates the observed regional changes around Europe, but the year-to-year variability in the region potentially masks the long-term warming trend.

Since the distribution of various water masses is one of the main sources of variability (spatial and temporal) in the IBI region, analysis of the heat stored by them can provide information on OHC trends at regional and local scales. For example, Potter and Lozzier (2004), based on 50 years of hydrographic data, studied the temperature and salinity trends of the MOW, finding positive trends that lead to a heat content gain in the MOW reservoir that surpasses the average gain of the North Atlantic basin. Nonetheless, the literature on OHC variability of specific water masses in the IBI region is rather limited. Alternatively, since several studies have concentrated efforts on assessing the thermohaline variability of water masses, they may provide some clues as to what can be expected with respect to OHC.

Regarding the SAIW, Leadbetter et al. (2007) studied the temperature variability of the water column in the period 1981–2005 in a section at 36° N, concluding that the variability in the SAIW is consistent with the displacement of neutral density surfaces driven by changes in surface wind forcing and linked with North Atlantic Oscillation (NAO).

Several studies have focused on the temporal variability of MOW. The analysis of hydrographic properties in the MOW core concluded that changes in MOW properties are not dominated by changes in Mediterranean Sea Water properties (Lozier and Sindlinger, 2009; Bozec et al., 2011). However, the variability of MOW is strongly influenced by year-to-year processes. Some studies described the MOW interannual variability as an oscillation of the water tongue shifting the dominant spreading pathway and interacting with the underlying water masses such as North Atlantic Deep Water and LSW (Bozec et al., 2011; de Pascual-Collar et al., 2019); this variability is also correlated with NAO.

The interannual variability of LSW has been described in previous works, concluding that some of the variability in the water mass can be explained by diapycnal mixing with the overlying MOW (van Aken, 2000) as well as changes in the source regions over the North Atlantic basin (Leadbetter et al., 2007). Additionally, Bozec et al. (2011) studied the distribution of LSW and MOW from 1950 to 2006, observing a coupling between the spreading areas of both water masses and the NAO index.

The present work pursues two main objectives: on one hand, the availability of higher-resolution specific regional products allows us to refine the study of OHC trends in the IBI region; thus, this work explores the spatial and temporal variability of OHC trends in the region as well as explaining its causes in the period 1993–2021, providing a better understanding of the processes controlling such trends. Additionally, since OMIs are simplified indicators that statistically summarise ocean information, a study of the oceanographic processes behind each indicator is needed to have a proper understanding of the changes represented by the OMI. Thus, the work analyses the use and interpretation of OHC OMIs on regional scales and its sources of variability and uncertainty.

This paper is organised as follows: Sect. 2 presents the datasets used, as well as the methodology applied, to compute the OHC in the IBI region. In Sect. 3 the time series of OHC averaged over the whole IBI region are discussed to provide a general view of the regional trends estimated. Section 4 is devoted to showing and discussing maps of trends computed in the same way as the ones provided in the GLO-OMI-trend product. Section 5 analyses the vertical profiles of OHC trends, studying the variability associated with different water masses. Section 6 summarises the availability of the data used in this article. Finally, main conclusions are summed up in Sect. 7.

## 2 Data and methods

Following the same methodology as in previous Copernicus Marine Ocean State Report contributions (Lima et al., 2020; Mayer et al., 2021), the estimates of OHC anomalies were computed in the IBI region according to the following equation:

\[
\text{OHC} = \int_{z_1}^{z_2} \rho_0 C_p (T_m - T_{\text{clim}}) \, dz,
\]

where \( \rho_0 \) is the density at a reference depth (\( \rho_0 = 1020 \text{ kg m}^{-3} \), \( C_p \) is the specific heat capacity (\( C_p = 4181.3 \text{ J kg}^{-1} \text{ K}^{-1} \)), \( z_1 \) and \( z_2 \) are the range of depths to compute the total OHC, \( T_m \) is the monthly average
potential temperature at a specific depth, and $T_{\text{clim}}$ is the climatological potential temperature of the corresponding month and depth.

As can be seen in Eq. (1), the OHC anomalies are obtained from integrated differences between the monthly temperature and the climatological one along a vertical profile in the ocean. In the present work the anomalies have been referenced to the monthly climatology computed between 1993 and 2019. Additionally, the OHC is presented for the typical depths of 700 and 2000 m, but also for the upper 150 m to analyse the OHC variability in the upper layer.

In order to allow assessing uncertainties of results, different Copernicus products were used to provide multi-product estimations of OHC; therefore, all results were previously computed for a collection of Copernicus products and combined to give an ensemble mean and the standard deviation of the ensemble. Since the objective of this work is the analysis of OHC in the IBI region integrating results from the surface down to a maximum of 2000 m depth, this study has included all Copernicus Marine products that deliver gridded data on potential temperature with vertical coverage from the surface down to at least 2000 m. As shown in Tables 1 and 2, four different products meet these stated conditions: two model reanalyses (the global and regional ones: GLO-PHY and GLO-PHY-REA, respectively) and two observation-based products (CORA and ARMOR). It is worth mentioning that when OHC was computed, the GLO-REA product did not cover the year 2020, so that year was not considered in the mentioned product.

Each product used is supplied for specific vertical levels with specific thickness; all vertical integrations were computed taking into consideration the thickness of each product level. Similarly, since most of the products used are provided with regular lat–long grids, the surface of each grid cell depends on the latitude, and the spatial averages (when used in this study) were computed considering the specific surface of each product grid cell.

This work shows different results of OHC, mixing different products with specific spatial resolutions (see Table 2). The OHC has been computed for all products using Eq. (1) on the grid of the distributed products and integrating results (from the surface down to 150, 700, and 2000 m) using the product layer thicknesses. The presentation of the results as time series or as maps implies a difference in the way the results are averaged to compute the ensemble mean and spread. Regarding the time series of OHC, anomalies were calculated referenced to the climatic mean of the period 1993–2019. Then the vertical integrations and spatial average were obtained, preserving the service grid of each product. Therefore, the ensemble time series are averaged from time series computed over the service grid of each product. However, to compute ensemble results that comprise spatial information (i.e. results presented as maps), each ensemble member must be interpolated to obtain all estimations on the same grid. Since IBI-REA and GLO-REA products share the same grid, it was considered to be the reference grid; thus, CORA and ARMOR products were spatially interpolated. This interpolation was made over the OHC integrated on the respective layer before averaging the ensemble. The comparison of interpolated and non-interpolated results of each ensemble member did not show relevant changes in the field structure or mathematical artefacts.

This paper focuses on the analysis of OHC trends in the IBI regions. For this purpose, OHC trends are analysed on different time periods within the registry. The selection of time periods corresponds to different criteria such as the detection of trend changes, comparison of results with other works, or selection of periods representative of large-scale patterns. In the case of the analysis of vertical trend profiles (Sect. 5), the time record 1993–2021 has been divided into two periods characterised by a differentiated behaviour of the NAO (NOAA, 2022), considering that (i) the NAO index in 1994 was moderately positive and (ii) it has a minimum in 2010 and (iii) a maximum in 2018; the periods 1993–2010 and 2010–2019 were selected as representative of NAO changes in phase from positive to negative (period 1993–2010) and vice versa, from negative to positive (period 2010–2019; see Fig. S1 in the Supplement).

3 Analysis of OHC time series

Figure 1 shows combined results of products IBI-REA, GLO-REA, CORA, and ARMOR (listed in Tables 1 and 2), with panels displaying the ensemble mean and the ensemble standard deviation of OHC for the period 1993–2021. Corresponding to the ensemble spread, time series reveal an increase in uncertainties when deeper layers are included (0–700 and 0–2000 m); this result can be explained by the decrease in observational data available in deeper levels. It is worth noting the decrease in uncertainties observed after 2003 in the time series integrated over the upper 2000 m. These differences in uncertainties are explained considering the remarkable improvement in the global ocean observing system achieved with the implementation of the global Argo array in 2005 (von Schuckmann et al., 2016; Abraham et al., 2013; Cheng et al., 2022, 2017). The period 1999–2001 shows larger uncertainties observed in the record. This indicates larger discrepancies between ensemble members in representing the minimum of OHC observed in this period. These discrepancies affect both the year when the minimum is reached (while GLO-PHY-REA estimates the minimum in 2000, the other products reach the minimum in 2001) and the magnitude of the minimum values (with all products agreeing on observed negative anomalies during this year).

Trends of time series obtained in Fig. 1 show a barely significant warming of the IBI region in the upper (0–700 m; 0.39 ± 0.27 W m$^{-2}$) and intermediate to deep layers (0–2000 m; 0.40 ± 0.39 W m$^{-2}$); conversely, such a trend does not affect the surface layer, where the trend is not signifi-
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Trends of time series obtained in Fig. 1 show a barely significant warming of integration depths 0–700 and 2000 m, a change in trends of these time series after the year 2005 can be appreciated. Table 3 shows the trend analysis by dividing the time record into two halves: the period 1993–2005 and the period 2005–2021. While the results show a significant warming of integration depths 0–700 and 0–2000 in the period 1993–2005, the period 2005–2021 is characterised by a cooling of both integration layers. This result is consistent with the decadal-scale warming and freshening observed in the North Atlantic Ocean in the period 1990–2020 (González-Pola et al., 2020; Holliday et al., 2020; Somavilla et al., 2009). Additionally, this reversal of the trend explains the discrepancies observed between the long-term trends estimated in this work and the ones observed at 0–700 m in von Schuckmann et al. (2016) (0.8 ± 0.3 W m$^{-2}$) and von Schuckmann et al. (2018) (0.9 ± 0.4 W m$^{-2}$) for the periods 1993–2015 and 1993–2016, respectively. The cited works exclude the last years, which have a large influence on the overall trend.

4 Analysis of regional trends of OHC

Figure 2 shows trend maps of OHC computed at 0–2000 m for the IBI region. The figure includes the computation of trends considering two different periods. The period 2005–2019 was selected to allow comparison of results obtained in this work (Fig. 2a) with those obtained with the product GLO-OMI-trend (Fig. 2b), computed for the same period and cropped in the figure to only show the study region. On the other hand, the period 1993–2021 was selected to study the spatial distribution of long-term trends in the IBI region (Fig. 2c). The comparison of results obtained in this work with the GLO-OMI-trend (Fig. 2a and b) shows a high level of agreement, with differences mostly being related to the different resolution. Thus, both figures estimate a negative trend that mainly affects the offshore ocean north of 38° N and a tongue between 31 and 38° N that shows warming trends.

It worth mentioning that the higher resolutions of the products used in this work allow computing OHC trends along the northwestern European shelf, showing a significant warming of the region. This warming may seem low when compared with the values observed in open ocean, but it should be considered that this warming is affected by the shallower depths in the region. For the sake of brevity, Fig. 2 only shows results for the 0–2000 m layer; however, as occurred in the
time series analysed in the previous section, the observed trends (positive and negative) are subsurface-intensified, so the larger the integration depth, the larger the observed trend (results not shown). Such intensification of trends suggests that both signals are stronger underneath the upper layer, suggesting that they are more related to the evolution of intermediate and deep water masses than to the year-to-year interaction with the atmosphere.

Examining trends computed for the whole time record (Fig. 2c) we conclude that, as estimated by the averaged time series in the previous section, the trend calculated for the whole time record indicates a generalised warming of the IBI area. However, the significance of such warming is smaller, existing in regions with no evidence of OHC trend.

As occurred with the analysis of time series, trend maps show a dependence of the results on the time period selected for the analysis (comparing Fig. 2a and c). This suggests a strong influence of interannual processes on the observed trends. However, it is worth mentioning that the warming trend of the region around 34° N latitude is consistent for both analyses.

5 Analysis of OHC trends across different water masses

Since it has been observed in the data that OHC trends are accentuated in depth, the following section analyses the vertical profile of trends in the region. However, this analysis cannot be carried out for all products and for all points of the grid. Therefore, it has been decided to study the trend profile obtained from the IBI-REA product for two characteristic subregions centred at 35 and 48° N (Fig. 3a and b). Hereafter these subregions will be referred to as 35N and 48N, respectively.

The IBI-REA product was selected for this purpose because it assimilates observational (in situ and satellite) data and uses the GLO-REA product as initial and boundary conditions, therefore indirectly incorporating from the parent products information from the other products. On the other hand, the subregions chosen were selected to provide a detailed analysis of the main features described in the previous section. A first analysis has shown that, as seen with vertically integrated data, the resulting trends show a dependency on the selected period. Hence, as explained in the “Data and methods” section (Sect. 2), in order to provide information on the temporal variability of the water bodies in the IBI area, the trend analysis has been performed by dividing the time period into two periods representative of the positive and negative trend of the NAO index: the period 1993–2010 when the NAO evolves from positive to negative and the period 2010–2019 representing the NAO transition from negative to positive.

The analysis of OHC trend maps for these two periods shows that during the transition to negative NAO phases (Fig. 3a), the water masses in the region undergo signifi-
Figure 3. (a, b) Maps of regional trends of OHC (0–2000 m) over the periods 1993–2010 (a) and 2010–2019 (b) derived from the IBI-REA product. Grey shaded areas represent regions where the trend is not significant (95 % confidence). Dashed rectangles denote the subregions 35 and 48° N where $\theta/S$ diagrams are averaged in other panels. (c–f) $\theta/S$ diagrams averaged in subregions (35 and 48° N) and over the periods 1993–2010 and 2010–2019. (c) Region 48° N period 1993–2010, (d) region 48° N period 2010–2019, (e) region 35° N period 1993–2010, and (f) region 35° N period 2010–2019.
cant warming over almost the entire IBI area. However, this warming is not significant in part of the southern half of the domain, in the vicinity of the Gulf of Cádiz and the Seine and Horseshoe Abyssal Plains. In contrast, the trend map associated with the NAO transition period towards positive values (Fig. 3b) reveals a generalised cooling pattern with a warming trend around the Horseshoe region similar to that observed in Fig. 2b. Take into account, however, the fact that Figs. 2b and 3b are not directly comparable, since temporal coverage differs.

The trends of OHC averaged for the subregions defined at 35N and 48N have been computed at each level to obtain a vertical profile of trends. These trend profiles are presented in Fig. 3c, d, e, and f combined with the temperature and salinity data on a yearly basis. Each profile shown in the $\theta/S$ diagrams corresponds to the annual mean temperature and salinity observed in the selected period (1993–2010 or 2010–2021) and averaged over the corresponding study region (35N or 48N). The different markers used correspond to the different OHC trends observed for each depth. Therefore, the shown $\theta/S$ diagrams allow discussing the trends of OHC at each layer, linking these results with the different water masses observed in the region.

The $\theta/S$ profiles shown in Fig. 3c, d, e, and f are consistent with the water masses that the literature has described in the northeastern Atlantic: the SAIW characterised by a salinity minima at potential density $\sigma_0 = 27.2\, \text{kg m}^{-3}$, the salinity maxima connected with MOW at the neutral density surface $\sigma_0 = 27.6\, \text{kg m}^{-3}$, and a deeper salinity minima corresponding to LSW underneath the isopycnal $\sigma_0 = 27.8\, \text{kg m}^{-3}$ (Talley and McCarney, 1982; Iorga and Lozier, 1999a, b; van Aken, 2000; Prieto et al., 2013; de Pascual-Collar et al., 2019); however, the core of LSW is only visible in subregion 48N where this water mass has a greater presence.

Regarding the OHC variability of SAIW, results in Fig. 3 show a similar behaviour of the water mass at 48N and 35N. Thus, at both latitudes, the SAIW shows a warming (cooling) associated with the negative (positive) NAO transition. On the contrary, the OHC trends of MOW shows an inverse behaviour between the subregions 35N and 48N. Thus, while in subregion 35N, the MOW experiences a cooling (warming) associated with the negative (positive) NAO transition (periods 1993–2010 and 2010–2021, respectively), in subregion 48N the opposite occurs, and a warming (cooling) of the MOW associated with the negative (positive) NAO transition is observed. These are consistent with the processes described in the literature. Thus, the SAIW trends are coherent with the changes in wind forcing associated with NAO as described by Hurrel (1995) and Leadbetter et al. (2007), and the MOW results are consistent with studies that observed a significant anticorrelation between the westward and northward transport of MOW (Bozec et al., 2011) as well as works that describe the east–west shift of water mass boundaries in the Horseshoe basin (de Pascual-Collar et al., 2019).

<table>
<thead>
<tr>
<th>Water type</th>
<th>Averaged trend (W m$^{-2}$) in IBI subregions (1993–2021)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>35N</td>
</tr>
<tr>
<td>Sub-Arctic Intermediate Water (SAIW)</td>
<td>+0.52 (44 %)</td>
</tr>
<tr>
<td>Mediterranean Outflow Water (MOW)</td>
<td>+0.52 (44 %)</td>
</tr>
<tr>
<td>Total (0–2000 m)</td>
<td>+1.18</td>
</tr>
</tbody>
</table>

Apart from the estimation of density levels defining each water mass (shown in Fig. 3), an estimation of the heat trends for each water mass was done for the entire study period of 1993–2021 (see results in Table 4). It is observed that, in line with the results shown in Fig. 2, the overall OHC trends in both regions are positive. Considering that each water mass has different thickness (SAIW approximately 300 m and MOW approximately 400–500 m), we must conclude that although the total trend shown in Table 4 is of the same magnitude for both water masses, the heat gain per cubic metre is higher for SAIW than for MOW. Additionally, the relative influence should be noted that both water masses have on the water column trends down to 2000 m, explaining the sum of the two water masses (a layer approximately 700–800 m thick): 88 % (51 %) of the OHC trend in 35N (48N), respectively.

### 6 Conclusions

The present work uses several Copernicus Marine products to generate a multi-product OMI of ocean heat content from the surface down to a set of depths over the period 1993–2021. These indicators are able to detect decadal trends of OHC. Specifically, the IBI region presents a warming of $+0.39\, \text{W m}^{-2}$ in the upper 700 m. However, the study of both time series trends and spatial distribution of trends shows a high sensitivity to the time period selected, and therefore the high inter-decadal variability detected makes these trends not very significant. On the other hand, the OMIs integrated up to 150 and 2000 m does not allow detecting clear significant trends of results, which suggest that OHC variability in the upper 2000 m may be mainly controlled by intermediate levels.

Although the regional analysis of OHC trends integrated in different depths may provide some clues about the origin of such trends, a finer analysis focusing on the different water masses involved concludes that the vertically integrated trend is the result of different trends (positive and negative) contributing at different layers. The analysis of water masses in the region shows the existence of three water masses (well referenced in the literature): SAIW, MOW, and
LSW. Since the LSW is found in the depth limit established here (2000 m), we put the focus on studying the temporal variability of the heat stored by the other two involved water masses: the SAIW and MOW. The study states that the IBI-REA can simulate the OHC behaviour of SAIW and MOW in a consistent way, with the OHC variability being associated with the NAO, consistent with the variability described in the literature.

Despite the results showing a strong relationship between the variability of the NAO and the OHC of SAIW and MOW, both water masses show a differentiated behaviour. While SAIW shows a homogeneous behaviour over the whole IBI area (OHC trends associated with NAO have the same sign in subregions 35N and 48N), MOW shows an anticorrelated behaviour between subregions 35N and 48N (when the trend is positive in 35N, in 48N it is negative and vice versa).

The work states the key role that subsurface water masses play in the OHC trends in the IBI region by computing the OHC trends for SAIW and MOW over the period 1993–2021. The results show that, despite high interannual variability, both water masses have experienced significant warming in the study period. Additionally, the relative influence that these two water masses have on the integrated OHC trends down to 2000 m is remarkable. Thus, it is found that the sum of both water masses accounts for up to 88 % of the integrated OHC variability from the surface down to 2000 m. However, at more northerly latitudes, this relative influence decreases to 50 %. The greater presence of LSW in the northern regions of the IBI domain suggests that this water mass may share relevance with respect to OHC trends with SAIW and MOW; however, this hypothesis has not been demonstrated in the present work.
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Abstract. Oxygen is essential to all aerobic organisms, and its dynamics in the ocean involve interconnected physical and biological processes that form the basis of the functioning of the marine ecosystem. The study of dissolved oxygen (DO) variations under multiple drivers is currently one of the main goals of climate and marine-ecological scientific communities, and the quantification of DO levels is essential for the assessment of the environmental status, especially in coastal areas.

We investigate the 1999–2021 interannual variability in DO in the southern Adriatic Sea, a marginal area of the Mediterranean Sea, where deep-water formation processes occur, contributing significantly to the ventilation of the eastern Mediterranean Basin. Following the Marine Strategy Framework Directive, which promotes the integration of different observational platforms, we use DO modelled by the Copernicus Marine Mediterranean Sea biogeochemical reanalysis, which assimilates satellite chlorophyll concentrations and to which we apply a bias correction using DO Argo float measurements in 2014–2020. A correlation analysis of the time series of the first three modes of variability (86 % of the total variance) of the DO profiles extracted from the bias-corrected reanalysis with key meteo-marine indicators shows a link with (i) net heat fluxes related to oxygen solubility, (ii) vertical mixing, (iii) biological production at the surface and in subsurface layers, and (iv) circulation associated with the entrance of northern Adriatic waters. The alternating entrance of Levantine and Atlantic waters through the North Ionian Gyre (NIG) appears to be the driver of the fourth mode of variability, which explains 8 % of the total variance. Moreover, we find that the first temporal mode of variability is the main driver of the negative anomaly of DO in the 0–600 m layer in 2021 with respect to the 1999–2020 climatology. We ascribe the lower content of DO in 2021 to a negative anomaly of the subsurface biological production in the same year, in agreement with the previous correlation analysis, but not to heat fluxes. Indeed, in agreement with previous studies, we observe a sharp increase in salinity favoured by the cyclonic circulation of NIG from 2019 onwards. We interpret this as a possible regime shift that is not captured by the time series analysis and whose possible consequences for Ionian–Adriatic system ventilation and for marine organisms should be carefully monitored in the near future.
Table 1. Products used in the present work. Prod. ref. nos. 4 and 5 are a forcing for prod. ref. nos. 1 and 2, and prod. ref. no. 8 is a forcing for prod. ref. nos. 4 and 5.

<table>
<thead>
<tr>
<th>Prod. ref. no.</th>
<th>Product ID and type</th>
<th>Data access</th>
<th>Documentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MEDSEA_MULTIYEAR_BGC_006_008 (multi-year product), numerical models</td>
<td>EU Copernicus Marine Service Product (2022a)</td>
<td>Quality Information Document (QUID): Teruzzi et al. (2022); Product User Manual (PUM): Lecci et al. (2022a)</td>
</tr>
<tr>
<td>2</td>
<td>MEDSEA_MULTIYEAR_BGC_006_008 (INTERIM product), numerical models</td>
<td>EU Copernicus Marine Service Product (2022b)</td>
<td>QUID: Teruzzi et al. (2022); PUM: Lecci et al. (2022a)</td>
</tr>
<tr>
<td>3</td>
<td>INSITU_MED_PHYBGCWA_V_DISCRETE_MYNRT_013_035, in situ observations</td>
<td>EU Copernicus Marine Service Product (2022c)</td>
<td>QUID: Wehde et al. (2022); PUM: Pouliquen et al. (2022)</td>
</tr>
<tr>
<td>4</td>
<td>MEDSEA_MULTIYEAR_PHY_006_004 (multi-year product), numerical models</td>
<td>EU Copernicus Marine Service Product (2022d)</td>
<td>QUID: Escudier et al. (2022); PUM: Lecci et al. (2022b)</td>
</tr>
<tr>
<td>5</td>
<td>MEDSEA_MULTIYEAR_PHY_006_004 (INTERIM product), numerical models</td>
<td>EU Copernicus Marine Service Product (2022e)</td>
<td>QUID: Escudier et al. (2022); PUM: Lecci et al. (2022b)</td>
</tr>
<tr>
<td>6</td>
<td>SEALEVEL_EUR_PHY_L4_MY_008_068, satellite observations</td>
<td>EU Copernicus Marine Service Product (2023b)</td>
<td>QUID: Pujol et al. (2023); PUM: Pujol (2022)</td>
</tr>
<tr>
<td>7</td>
<td>SEALEVEL_EUR_PHY_L4_NRT_OBSERVATIONS_008_060, satellite observations</td>
<td>EU Copernicus Marine Service Product (2023a)</td>
<td>QUID: Pujol et al. (2023); PUM: Pujol (2022)</td>
</tr>
<tr>
<td>8</td>
<td>ERA5 hourly data on single levels from 1940 to present, global climate and weather reanalysis</td>
<td><a href="https://doi.org/10.24381/cds.adbb2d47">https://doi.org/10.24381/cds.adbb2d47</a>, EU Copernicus Climate Change Service Product (2023)</td>
<td>Hersbach et al. (2023)</td>
</tr>
</tbody>
</table>

1 Introduction

Dissolved oxygen (DO) is a key indicator for monitoring the marine ecosystem functioning because it is the result of several atmospheric, hydrodynamic, and biogeochemical driving processes (such as air–sea fluxes, vertical convection and mixing, horizontal transport, and biological production and consumption; Keeling and Garcia, 2002; Oschlies et al., 2018; Pitcher et al., 2021). Indeed, DO is currently being studied under the global warming scenarios by climate and marine-ecological scientific communities (e.g. IPCC, 2019; Kwiatkowski et al., 2020; Garcia-Soto et al., 2021), as oxygen depletion has been observed in the global ocean as well as at the local scale (Breitburg et al., 2018). Climate models predict a reduction in global-ocean dissolved oxygen content (Matear et al., 2000; Oschlies et al., 2008; Stramma et al., 2010; Reale et al., 2022), so this parameter is of primary interest, especially in those areas where oceanic processes connect surface and deep layers.

The southern Adriatic Sea (SAdr; Fig. 1a) is one of these areas, as it is an area of deep-water formation (Gačić et al., 2002; Pirro et al., 2022) and represents one of the deep engines of the eastern Mediterranean thermohaline circulation (Malanotte-Rizzi et al., 1999), which is crucial for the eastern basin ventilation. The Adriatic Sea (Fig. 1a) is an elongated, semi-enclosed, and roughly north–south-oriented basin characterized by a shallow northern shelf (shallower than 80 m) and a deep pit in its southern part (maximum depth of approximately 1200 m) which is connected to the Ionian Sea (central Mediterranean Basin) through the Otranto Strait (with a maximum depth of 800 m). The Adriatic Sea is characterized by a cyclonic circulation governed by several drivers: river runoff, wind stress, surface buoyancy fluxes, and mass exchanges through the Otranto Strait (Cushman-Roisin et al., 2013).

The SAdr is strongly influenced by the inflow of water masses from the northern Adriatic Sea (i.e. North Adriatic Dense Water; Querin et al., 2016) and the Ionian Sea. In particular, the inflow of southern water masses is triggered by the periodic reversal of North Ionian Gyre circulation (Gačić et al., 2002; Civitarese et al., 2010; Menna et al., 2019; Gačić et al., 2021). This oscillating system, called the Adriatic–Ionian Bimodal Oscillating System (BiOS), changes the circulation of the North Ionian Gyre from cyclonic to anticyclonic and vice versa, modulating the advection of water masses in the Adriatic Sea (Gačić et al., 2010; Rubino et al., 2020). The cyclonic circulation of the North Ionian Gyre causes the advection of saline water masses of Levantine origin (i.e. Levantine Intermediate Water, LIW; Cretan Intermediate Water; Ionian Surface Water; and Levantine Surface State Planet, 1-osr7, 10, 2023 https://doi.org/10.5194/sp-1-osr7-10-2023
Water; Manca et al., 2006), while the anticyclonic circulation favours the inflow of Atlantic Water and a relative decrease in salinity in the SAdr (Gačić et al., 2011; Menna et al., 2022a). This feature has a strong influence on the biogeochemical properties of the SAdr, affecting nutrient availability (Civitarese et al., 2010), phytoplankton blooms (Gačić et al., 2002; Civitarese et al., 2010), and species composition (Batistić et al., 2014; Mauri et al., 2021).

While hydrodynamic and biogeochemical properties of the SAdr have been widely described in several studies (e.g. Civitarese et al., 2010; Cushman-Roisin et al., 2013; Lipizer et al., 2014; Kokkini et al., 2018, 2020; Mavropoulou et al., 2020; Mihanović et al., 2021; Menna et al., 2022b), to the best of our knowledge DO dynamics in the area in connection with relevant driving processes over decadal timescales have not been addressed yet.

Investigating the DO multidecadal variability is crucial for quantifying the state of the marine environment (Marine Strategy Framework Directive, MSFD: EU-COM, 2008; Oesterwind et al., 2016) and for understanding anthropogenic impacts on the marine environment (IPCC, 2022). The emerging ecosystem-based management method proposed by the MSFD (2008/56/EC) promotes the use of different observational platforms, allowing information on the space-time distribution of important parameters related to water quality to be synoptically collected (Martellucci et al., 2021).

In this context, the present work integrates the state-of-the-art approach of in situ measurements (in 2014–2020, distributed by Copernicus In Situ Thematic Centre, INS TAC) with the Copernicus biogeochemical reanalysis in the Mediterranean Sea at high resolution (Cossarini et al., 2021) with the aim of characterizing the DO dynamics in the SAdr in the time period of 1999–2021. In particular, we aim to assess DO interannual variability in an area (SAdr) sensitive to multiple drivers (e.g. atmospheric forcing, Mediterranean circulation, and biological processes) and to evaluate the relative importance of the different drivers in this area.
2 Data and methods

In the present study the DO concentration in the SAdr area (Fig. 1a) was assessed by combining data from the Copernicus biogeochemical reanalysis in the Mediterranean Sea (product reference numbers – prod. ref. nos. – 1 and 2 in Table 1; Cossarini et al., 2021) in 1999–2021 and the Copernicus in situ dataset (prod. ref. no. 3), available for the period 2014-2020 (Figs. 1b-c). The temporal evolution of the combined model–in situ DO concentration profile in the time period of 1999–2021 is shown in Fig. 1d.

In particular, we used the Biogeochemical Argo (BGC-Argo) float measurements of in situ DO to compute a bias correction of the daily DO concentrations simulated by the biogeochemical reanalysis at 1/24° horizontal resolution. In fact, the biogeochemical reanalysis does not include BGC-Argo float DO assimilation and displays an average RMSD (root mean square difference) of 15 mmol m$^{-3}$ of 15 mmol m$^{-3}$ Argo float DO assimilation and displays an average RMSD fact, the biogeochemical reanalysis does not include BGC-

The temporal evolution of the combined model–in situ DO concentration profile in the time period of 1999–2021 is shown in Fig. 1d.

In particular, we used the Biogeochemical Argo (BGC-Argo) float measurements of in situ DO to compute a bias correction of the daily DO concentrations simulated by the biogeochemical reanalysis at 1/24° horizontal resolution. In fact, the biogeochemical reanalysis does not include BGC-Argo float DO assimilation and displays an average RMSD (root mean square difference) of 15 mmol m$^{-3}$ for DO in the 0–600 m depth layer with respect to the observations in the area (Cossarini et al., 2021; Teruzzi et al., 2022). Quantile mapping, a technique largely used for climate simulations (e.g. Hopson and Webster, 2010; Jakob Thémeßl et al., 2011; Gudmundsson et al., 2012), was adopted to perform the reanalysis bias correction. The quantile mapping technique adjusts the cumulative distribution of the data simulated for the past or future period by applying a transformation between the quantiles of the simulated and observed data in the present. In our application, we adapted the code publicly provided by Beyer et al. (2020) at https://doi.org/10.17605/OSF.IO/8AXW9 (Beyer, 2023) and included available in situ data of daily DO (Fig. 1c) within a representative area (Fig. 1b) of the southern Adriatic in the period 2014–2020 and DO reanalysis data for the same days of measurements. The representative area was identified by applying a spatial cross-correlation analysis (Martellucci et al., 2021) to the biogeochemical reanalysis centred on the SAdr pit and selecting the correlation threshold of 0.9 (Fig. 1b). Specifically, we considered the cross-correlation between the surface data of DO, nitrate, and chlorophyll concentrations in the central point of the pit and those at each spatial grid point in the domain to identify the area that displayed the same dynamics at the surface from a phenomenological perspective. Further details of the quantile mapping bias correction are included in Appendix A.

We then applied the empirical orthogonal function (EOF) analysis (e.g. Thomson and Emery, 2014) to the vertical profiles in Fig. 1d to describe DO variability in the SAdr area in the period 1999–2021. The EOF analysis allows us to identify the spatial patterns of variability (i.e. EOF vertical patterns), describe how they change in time by means of time series (i.e. EOF time series), and associate the explained variance with each mode.

Finally, we performed a Pearson correlation analysis between the EOF time series in 1999–2021 and the following series of forcing indexes (reported in Fig. 2), providing evidence of the mechanisms driving oxygen concentration and dynamics in the area:

- heat fluxes in the SAdr as a proxy for thermal and mixing and stratification cycles (from prod. ref. no. 8 in Table 1; Fig. 2a);
- mixed-layer depth in the SAdr as a proxy for both local vertical mixing and water residence times in the pit (prod. ref. nos. 4 and 5; Escudier et al., 2021; Fig. 2b);
- chlorophyll concentration at the surface and in the subsurface in the SAdr as a proxy for biological production in spring and late spring–summer, respectively (prod. ref. nos. 1 and 2; Fig. 2c–d);
- heat fluxes in the northern Adriatic Sea (NAdr), as a proxy for oxygen-rich dense-water formation in the NAdr and its transport into the pit (prod. ref. no. 8; Fig. 2e);
- North Ionian Gyre (NIG) vorticity derived from satellite altimetry, as a proxy for the inflow of Levantine waters and Atlantic Water (AW) (prod. ref. nos. 6 and 7; Fig. 2f).

In particular, the temporal phases of the NIG are defined as cyclonic and anticyclonic, respectively, when the vorticity field is positive and negative, as highlighted by the deseasonalized time series in Fig. 2f.

Mixed-layer depth (computed in prod. ref. nos. 4 and 5 considering the 0.03 kg m$^{-3}$ density difference with respect to the near-surface value at 10 m depth) and the chlorophyll at the surface and in the subsurface (30–80 m, where the deep chlorophyll maximum is located) were spatially averaged in the SAdr area (41.6–42.1° N, 17.6–18.1° E; to consider the whole volume of the pit); heat fluxes were calculated in both the SAdr area and in the NAdr area (44.5–45.5° N, 13–13.5° E), while current vorticity was computed in the northern Ionian Sea (37–39° N, 17–19.5° E).

In the correlation analysis, the time series of the heat fluxes in the NAdr (Fig. 2e) has been temporally lagged by 2 months as an estimated mean time for the entrance in the SAdr pit of waters originating in the northern Adriatic area (Vilibić and Mihanović, 2013; Querin et al., 2016; Mihanović et al., 2021). Moreover, we tested the significance of the correlation coefficients between EOF and driver time series using a parametric $t$ test (with a reference significance level of 0.05).

3 Results

3.1 Temporal scales of variability in connection with drivers

Dissolved oxygen in the southern Adriatic area (Fig. 1a) shows in the subsurface layers an alternation between periods of enrichment (2004–2006, 2010–2013, 2016–2017)
Figure 2. Time series of the main forcing in the time period of 1999–2021: (a) net heat fluxes in SAdr (prod. ref. no. 8 in Table 1), (b) mixed-layer depth (prod. ref. nos. 4 and 5), (c) surface chlorophyll concentration (prod. ref. nos. 1 and 2), (d) subsurface chlorophyll concentration (30–80 m layer in which deep chlorophyll maximum, DCM, is located; prod. ref. nos. 1 and 2), (e) net heat fluxes in the NAdr (prod. ref. no. 8), and (f) NIG current vorticity (grey line) and de-seasonalized time series as obtained by applying a low-pass filter of 13 months (thick black line) (prod. ref. nos. 6 and 7).

and sharp declines that impacted the oxygen minimum layer (OML), located between 100 and 300 m. Low concentration values are also observed in the years between 1999 and 2003. The EOF analysis was performed on the vertical profiles of the oxygen anomaly, derived by removing the mean profile in the period 1999–2021 and then normalized dividing by their standard deviation.

The time series of the first four EOF modes, which explain up to 95% of the oxygen variability in the water column, are shown along with the corresponding vertical patterns in Fig. 3a, c, e, g and Fig. 3b, d, f, h, respectively.

The EOFs are interpreted considering the correlation of the EOF time series (Fig. 3a, c, e, g) with the time series of the forcing indicators shown in Fig. 2 (see Table 2), with heat fluxes in the northern Adriatic Sea time-lagged by 2 months as the estimated time of entry of the NAdr dense water in the SAdr pit.

The first mode (Fig. 3a–b), accounting for 48.9% of the explained variance, can be associated with the seasonal cycle of oxygen concentration in the upper layers: its vertical pattern mainly affects the first levels (Fig. 3b), the corresponding time series shows relative maximum values in spring (Fig. 3a), and it shows a statistically significant but moderate correlation \( r = 0.56 \) with heat flux and a lower correlation with the subsurface chlorophyll concentration \( r = 0.43 \) in the SAdr area (first column in Table 2).

The second and third modes (Fig. 3c–d and Fig. 3e–f, respectively), describing 19.7% and 17.7% of the variance, respectively, describing 19.7% and 17.7% of the variance, respectively, affected both the upper and deeper layers. Both modes display relative maximum values in summer, but they have different correlation coefficients with the explanatory factors. The time series of the second mode (second column in Table 2) shows a significant but low correlation with multiple drivers, exceeding 0.4 only for surface chloro-
The fourth mode (Fig. 3g–h), which describes 8% of the variance, can be ascribed mainly to the vorticity of the NIG \((r = -0.37, \text{last column in Table 2})\), which affects the oxygen concentration in the intermediate layer (100–500 m depth), filled by LIW, and acts in the opposite direction in the upper and deeper layers (Fig. 3h).

Analysing the four modes in order of decreasing explained variance, we ascribe the seasonal variability connected with solubility mainly to the first mode, whereas we associate the biological contribution to oxygen dynamics to multiple interacting modes. In fact, the first mode explains the onset of the subsurface oxygen maximum (SOM) in spring, while the summer dynamics of the SOM are partially related to the third mode. The second mode, whose time series is correlated with surface chlorophyll evolution among other factors, can explain that part of the oxygen variability that is related to winter surface productivity.

The SOM, evident in summer oxygen profiles in Fig. 1c–d at about 40 m depth, is a feature that has already been observed in a great part of oligotrophic oceans (Riser and Johnson, 2008; Yasunaka et al., 2022) and of the Mediterranean Sea (e.g. Kress and Herut, 2001; Copin-Montégut and Bégo vic, 2002; Manca et al., 2004; Cossarini et al., 2021; Di Biagio et al., 2022), and it represents an emerging property resulting from multiple interacting ecosystem processes (i.e. air–sea interactions, transport, mixing, and biological production and consumption) and is, indeed, captured by multiple modes.

The third mode, which also describes the high concentration values in the deep layers in the period 2005–2006 and 2012–2014, is also moderately associated with a multiannual signal of the inflow of deep, denser, and oxygenated water from the northern Adriatic Sea \((r = 0.68, \text{third column in Table 2}; \text{Querin et al., 2016})\). Finally, it is worth noting that an EOF analysis of detrended DO time series (not shown) yields fairly similar results but with the third mode only weakly correlated with the forcing indexes \((r < 0.4)\). Indeed, we can conclude that the third mode captures a signal of long-term evolution of oxygen concentration associated with changes in heat fluxes and chlorophyll concentration.

### 3.2 The 2021 anomaly

The year 2021 shows an overall negative anomaly in the oxygen concentration profile (Fig. 4b) compared to the 1999–2020 climatological profiles (Fig. 4a). In particular, the anomaly affects a layer that thinned during the year, moving from 0–600 m depth in winter–early spring to 30–400 m in late spring–summer and 0–80 m in autumn. The (absolute) maximum values correspond to 25–30 mmol m\(^{-3}\) at the surface in spring and at the SOM depth in summer.

We verified that, among the EOF modes, the negative anomaly of the first mode is the main contributor to the 2021 negative oxygen anomaly (not shown). The time series of the first mode (Fig. 3a) is actually negative from 2019 and cor-

---

**Table 2.** Correlations between the first four temporal modes of EOFs of DO (Fig. 3a, c, e, g) and the forcing fields (with heat fluxes in the northern Adriatic Sea time-lagged by 2 months; Fig. 2). Non-statistically significant correlations are identified by a significance level higher than 0.05 and indicated by “n.s.” in the table.

<table>
<thead>
<tr>
<th></th>
<th>Mode 1</th>
<th>Mode 2</th>
<th>Mode 3</th>
<th>Mode 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat flux (SAdr)</td>
<td>0.56</td>
<td>0.15</td>
<td>0.51</td>
<td>0.32</td>
</tr>
<tr>
<td>Mixed-layer depth</td>
<td>n.s.</td>
<td>-0.28</td>
<td>-0.41</td>
<td>-0.25</td>
</tr>
<tr>
<td>(SAdr)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surface chlorophyll</td>
<td>n.s.</td>
<td>-0.41</td>
<td>-0.61</td>
<td>n.s.</td>
</tr>
<tr>
<td>(SAdr)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subsurface chlorophyll</td>
<td>0.43</td>
<td>0.13</td>
<td>0.48</td>
<td>0.34</td>
</tr>
<tr>
<td>(SAdr)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heat flux (NAdr,</td>
<td>n.s.</td>
<td>0.48</td>
<td>0.68</td>
<td>0.16</td>
</tr>
<tr>
<td>2-month lag)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIG vorticity</td>
<td>n.s.</td>
<td>-0.40</td>
<td>n.s.</td>
<td>-0.37</td>
</tr>
<tr>
<td>(North Ionian)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**Figure 3.** EOF time series (a, c, e, g) and vertical patterns (b, d, f, h) of the first four modes computed on the bias-corrected dissolved oxygen concentration in the southern Adriatic area shown in Fig. 1d. The explained variances of the four modes are 48.9%, 19.7%, 17.7%, and 8.4%.

---

phyll \((r = -0.41)\) and waters from the NAdr area \((r = 0.48)\). The time series of the third mode (third column, same table) is moderately correlated with both surface chlorophyll \((r = -0.61)\) and NAdr waters \((r = 0.68 \text{ correlation})\), but also with heat fluxes in the area \((r = 0.51)\) and, to a lower extent, with mixed-layer depth \((r = -0.41)\) and subsurface chlorophyll \((r = 0.48)\).
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responds to the negative anomaly of only one of its drivers (Table 2), i.e. subsurface chlorophyll (Fig. 2d), and not heat fluxes (Fig. 2a). In particular, we estimated a mean negative anomaly approximately equal to 6 % with respect to the climatological mean (1999–2020) for subsurface chlorophyll in 2021.

One of the causes of the decrease in total oxygen concentration in the SAdr could be due to the exceptional salinization observed in the SAdr since 2017 (Mihanović et al., 2021; Menna et al., 2022b). This increase was related to the inflow of new, warmer, and noticeably saltier water masses from the north-eastern Ionian Sea (Mihanović et al., 2021; Menna et al., 2022b). The inflow of saltier and warmer water masses is also evident by observing the temporal evolution of these parameters through the Strait of Otranto (Fig. B1). In particular, in the upper layer (0–150 m) both temperature and salinity show an overall positive trend throughout the period 1999–2021, whereas the decrease observed in 2006–2011 and 2017–2018 can be associated with the inflow of less saline AW, triggered by the anticyclonic circulation of the NIG (Fig. 2f). In the intermediate layer (150–600 m), salinity shows a positive trend in 1999–2021, while no clear trend is observed for temperature. Moreover, a sharp increase in salinity (∼0.1) is observed in 2019. This increase occurred after the NIG inversion from anticyclonic to cyclonic (Fig. 2f), resulting in a further increase in salinity due to both the decrease in AW advection and the increase in LIW inflow.

4 Conclusions

Merging the Copernicus biogeochemical reanalysis in the Mediterranean Sea with in situ TAC data of biogeochemical Argo floats allowed us to characterize the interannual variability in dissolved oxygen in the southern Adriatic Sea in the time period of 1999–2021 and the 2021 anomaly with respect to the mean over 1999–2020. This study enriches our knowledge of the dissolved oxygen state and long-term dynamics in the area by proposing a seamless time and space perspective that is complementary to previous climatologies and data aggregation information (e.g. Lipizer et al., 2014) and adding an explanatory framework for the driving mechanisms in the marine environment.

The EOF statistical analysis that we conducted on the vertical oxygen profiles yielded two key results. First, in contrast with a climatological view, the analysis was able to capture most of the interannual oxygen variability associated with variability in the main drivers (i.e. heat fluxes affecting solubility, biological productivity, vertical mixing). We do not detect a clear deoxygenation trend in the subsurface layer, while the multiannual variability is characterized by an alternation of enrichment and reduction phases, whose dominant correlations with the drivers for each EOF time series are in the (absolute) range of 0.40–0.70. The possibility of observing such cyclic signals is enhanced by the relatively small volume and short residence time of the SAdr pit waters (Querin et al., 2016) with respect to other Mediterranean areas (Coppola et al., 2018). This feature makes the SAdr a potential efficient probe to detect a rapid response to changes in its meteo-marine drivers, i.e. circulation and atmospheric patterns.

Indeed, as our second result, the variability that is not explained by the EOF decomposition appears to be connected with a possible regime shift, associated with the entrance of new water masses that are warmer, markedly saltier, and less oxygenated which were not previously observed in the analysed time period.

The exceptional increase in salinity occurring after 2019 has already been documented (Mihanović et al., 2021; Menna et al., 2022b) and also observed north of the SAdr pit. Further monitoring of such anomalously high salinity values and assessment of their potential impact on the marine food web are of great importance, as picoplankton groups are sensitive to this environmental variable (Mella-Flores et al., 2011), and changes in biomass and production due to salinity have already been observed in previous studies in the Adriatic Sea (Beg Paklar et al., 2020; Mauri et al., 2021). Moreover, if such a strong negative oxygen anomaly as that observed in 2021 were to persist, it could have direct impacts on local marine organisms, as well as on the cycling of dissolved chemical elements (Conley et al., 2009), potentially altering the energy flux towards the higher trophic levels (Ekau et al., 2010). The importance of the relationship between dissolved oxygen and the catch distribution of some marine species has already been proved in the Adriatic Sea (Chiarini et al., 2022).

By integrating model and in situ data, our study demonstrates the importance of following up the oxygen content in a seamless spatial and temporal way, as it is a fundamental indicator of good environmental status (GES; Oesterwind et

Figure 4. Hovmöller diagrams of 1999–2020 mean of daily oxygen concentration computed from Copernicus biogeochemical reanalysis (prod. ref. nos. 1 and 2, Table 1) after the bias correction procedure based on in situ TAC data (prod. ref. no. 3) (a) and anomaly in 2021 with respect to the period of 1999–2020 (b).
al., 2016) and a factor that significantly affects fishing activities and the economy.

Appendix A: Quantile mapping bias correction of DO concentration profiles

Figures A1 and A2 show the modelled DO concentration profiles and histogram distributions before and after the quantile mapping bias correction, respectively, conducted by using the BGC-Argo float measurements available in 2014–2020 (Fig. 1c). The quantile mapping, better than other methods (i.e. additive delta change, multiplicative delta change, and variance scaling; results not shown), acted on the profiles by modifying the values of the concentrations (as indicated by the different colour bars in Fig. A1a and A1b) but, at the same time, maintaining the main dynamics observed before the correction: mixing and stratification at the surface during the year, subsurface oxygen maximum onset in spring and development in summer, and interannual variability related to the mixed-layer-depth dynamics in the intermediate layers. The distributions of the values of the model output before and after the quantile mapping bias correction and the values from BGC-Argo floats are displayed in Fig. A2. The correction actually changed the modelled values (Fig. A2a) to reproduce the shape of the distribution of the observations (Fig. A2c). In particular, after the correction (Fig. A2b) the modelled data show higher variability and a more skewed distribution toward the higher values, similarly to the observations.

Figure A1. Hovmöller diagram of the modelled oxygen concentrations spatially averaged within the area of autocorrelation equal to 0.9, indicated in Fig. 1b, before the bias correction by quantile mapping (a) and after the procedure (b).
Appendix B: Time series of surface and intermediate temperature and salinity at the Otranto Strait

Figure B1. Time series of temperature (a) and salinity (b), averaged in the vertical layers 0–150 m (red lines) and 150–600 m (black lines) of the Otranto Strait (39.8° N, 18.5–19.5° E) in the time period of 1999–2021. In panel (a), light red and dark red indicate data before and after de-seasonalization, respectively. Data are provided by Copernicus physical reanalysis (prod. ref. nos. 4 and 5, Table 1).

Data availability. Publicly available datasets were analysed in this study. Modelling and in situ data can be found at the Copernicus Marine Service, with references and DOIs indicated in Table 1 of the paper.
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Abstract. Knowledge of the organic and inorganic particulate fraction of suspended material in coastal waters is essential for the study of particle dynamics and biogeochemical cycles in these complex and highly variable environments. Thanks to the availability of appropriate spatial sensors and to the considerable improvements in algorithms dedicated to the satellite observation of coastal waters from ocean color radiometry (OCR) achieved in the last 2 decades, various optical and biogeochemical parameters can now be routinely monitored over coastal waters. Here we show that a proxy for particulate composition (PPC) can be estimated from OCR observations. The present algorithm, based on a neural network approach, has been validated using a broad range of biogeochemical data collected in various contrasted coastal waters and has been applied to MERIS observations over the global coastal ocean at a 1 km × 1 km spatial resolution from 2002 to 2012. The relevance of the temporal occurrence of PPC in a given water pixel has been illustrated over the global coastal ocean, and its pertinence has been discussed in depth for the English Channel and the southern North Sea, which are characterized by a well-documented variability in suspended particulate matter composition. The present algorithm can directly be applied to all OCR sensors.

1 Introduction

Water quality parameters display large spatiotemporal variability in coastal waters as these areas are the location of strong coupling between aquatic and terrestrial systems and are under pressure from great natural and anthropogenic forcing. The characterization of the spatiotemporal distribution of biological, biogeochemical, and physical parameters in coastal waters is of fundamental importance for a variety of applications dedicated to coastal management, which often involves economic interests, and for improving our understanding of the dynamics of the coastal ecosystems and their associated biogeochemical cycles.

Among the large set of water quality parameters sampled in coastal waters, the concentration of the suspended particulate matter (SPM) or equivalent parameters (e.g., the turbidity) has been intensively studied by the scientific community as a key parameter for understanding sediment transport, downstream sedimentation, and coastal geomorphological processes (Velegrakis et al., 1997; Lahet and Stramski, 2010; Vantrepotte et al., 2012; Loisel et al., 2014; Anthony et al., 2015; Marchesiello et al., 2019). For instance, combining SPM spatiotemporal products with wave data allows resuspension areas to be identified (Loisel et al., 2014). While the SPM spatiotemporal patterns provide relevant information on the suspended particulate dynamics, the variation in the composition (i.e., chemical nature) of SPM may disclose rel-
Table 1. CMEMS and non-CMEMS products used in this study, including information on data documentation.

<table>
<thead>
<tr>
<th>Product ref. no.</th>
<th>Product ID and type</th>
<th>Data access</th>
<th>Documentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>RRS (remote-sensing reflectance), satellite observations</td>
<td><a href="https://www.globcolour.info/">https://www.globcolour.info/</a> (last access: 28 April 2023)</td>
<td>Product User Guide: <a href="https://www.globcolour.info/CDR_Docs/GlobCOLOUR_PUG.pdf">https://www.globcolour.info/CDR_Docs/GlobCOLOUR_PUG.pdf</a> (last access: 28 April 2023)</td>
</tr>
<tr>
<td>2</td>
<td>PPC, satellite observations</td>
<td>It will be introduced in GlobColour and in the Copernicus Marine Service (EU Copernicus Marine Service Product, 2022)</td>
<td>Quality Information Document (QUID): Garnesson et al. (2022); Product User Manual (PUM): Colella et al. (2022)</td>
</tr>
</tbody>
</table>

Evant information on the complex chemical, physical, and biological processes occurring in coastal waters. For instance, the portion of particulate organic matter (POM) in SPM is of particular interest when investigating the adsorption of trace elements on particles, abrupt changes in water quality due to pelagic or benthic blooms, or the fate of suspended matter between the water column and sediments. Modeling particulate transport requires specific modules coupled with hydrodynamical models. For example, in the SUBSTANCE module (Mengual et al., 2017), which can be coupled with CROCO, a French code built upon the well-known Regional Oceanic Modeling System (Shchepetkin and McWilliams, 2005), conservative and non-conservative (i.e., biological) particulate substances have to be defined by their own density and/or settling velocity, depending on the nature of the SPM (mineral vs. organic). The settling and flocculation processes, closely linked to the organic fraction of SPM and to the transport of particulate variables in the water column, are also considered in these modules.

Particulate organic carbon (POC) encompasses living (phytoplankton, heterotrophic bacteria, and viruses) and non-living (i.e., detritus) organic particles in suspension. Information on the SPM and POC variability represents crucial input for the initiation and validation of sediment transport models (Douillet et al., 2001; Ford and Fox, 2014; Wu et al., 2020) and biogeochemical models (Aumont et al., 2015). While the analysis of the variation in the absolute values of SPM and POC concentrations brings relevant information for our understanding of the carbon cycle and marine particulate dynamics in coastal waters, the dimensionless POC / SPM ratio is used in many studies to describe the temporal variability in the particulate matter pool composition and origin (Coyel et al., 2005; Emmerton et al., 2008; Doxaran et al., 2012, 2015; Ehn et al., 2019), which is often related to variation in the regional environmental forcing (e.g., water discharge, phytoplankton bloom dynamics). This ratio is also used to better interpret the in situ optical measurements (Babin et al., 2003; Loisel et al., 2007; Woźniak et al., 2011; Doxaran et al., 2012; Neukermans et al., 2016; Reynolds et al., 2016; Reynolds and Stramski, 2019) and satellite ocean color radiometry (OCR) observations (Vantrepotte et al., 2011). From in situ data collected in the near-shore marine environment at Imperial Beach in California, Woźniak et al. (2010) set threshold values for the POC / SPM ratio to identify changes in the particulate assemblage from the dominance of mineral particles (POC / SPM < 0.06) to the dominance of organic particles (POC / SPM > 0.25) and for mixed particulate assemblages (0.25 < POC / SPM < 0.6). Neukermans et al. (2016) and Reynolds et al. (2016) followed the approach of Woźniak et al. (2010) to partition their Arctic seawater datasets into these three broad compositional classes.

Due to the high variability in the physical and biogeochemical processes occurring in coastal waters, traditional approaches such as oceanographic cruises and in situ time series, although essential, are very time-consuming and expensive, and it is sometimes uncertain whether they will yield meaningful results for the studied phenomena. Satellite observation of OCR is now well-recognized as a powerful tool to monitor the spatiotemporal distribution of biogeochemical and optical parameters in coastal waters (IOCCG, 2000; Loisel et al., 2013; IOCCG, 2018; Groom et al., 2019). Over the past decades, various OCR bio-optical algorithms have shown that SPM (Ahn et al., 2006; Nechad et al., 2010; Feng et al., 2014; Han et al., 2016; Balasubramanian et al., 2020; Pahlevan et al., 2022) and POC concentrations (Liu et al., 2015; Hu et al., 2016; Woźniak et al., 2016; Le et al., 2017; Tran et al., 2019) can be estimated over coastal waters.

The objective of this study is to provide a proxy for particulate composition (PPC) from remote sensing. For that purpose, the POC / SPM ratio value is used as an intermediate product which allows the PPC, composed of three different classes (i.e., organically dominated, mineral-dominated, and mixed), to be estimated. We will re-examine the relevance of the POC / SPM threshold values of Woźniak et al. (2010), developed to assess the organic vs. mineral fraction of the bulk particulate matter. This will be done through the examination of the relationship between the POC / SPM ratio.
and the $b_{bp}/c_p$ optical ratio, which is an indicator of the bulk particulate assemblage chemical composition (Twardowski et al., 2001; Loisel et al., 2007). An extensive in situ dataset collected in a biogeochemically contrasted environment has been gathered for that purpose. A neural network (NN) algorithm will be developed and validated against a large in situ dataset collected in various coastal environments to assess PPC from OCR. The new algorithm will then be applied to MERIS (MEdium Resolution Imaging Spectrometer) observations (2002–2012) over global coastal waters at a 1 km$^2$ spatial resolution to discuss the significance of this new product. A specific focus will be on the English Channel and the southern North Sea, for which the temporal occurrence of the organic vs. inorganic fraction for a given pixel, built from 10-year temporal series, will be discussed.

2 Materials and methods

2.1 Dataset description

2.1.1 In situ datasets

In situ measurements were collected between 1997 and 2014 in the southeastern Beaufort Sea (Bélanger et al., 2008), French Guiana (Vantrepotte et al., 2012, 2015), European coastal waters (the English Channel, North Sea, Bay of Biscay) (Lubac and Loisel, 2007; Lubac et al., 2008; Neukermans et al., 2012; Bonato et al., 2016; Novoa et al., 2017), and the South China Sea/Vietnam East Sea (Loisel et al., 2014, 2017). The sampling strategies, the field measurement protocols, and data processing are described in related papers. Measurements include concentrations of POC and SPM (µg L$^{-1}$), remote-sensing reflectances ($R_{rs}$, sr$^{-1}$), the particulate backscattering coefficient ($b_{bp}$), and the particulate attenuation coefficient ($c_p$) (m$^{-1}$) at 650 nm. The samples cover a wide range of biogeochemical variability as POC and SPM concentrations span 4 and 3 orders of magnitude, respectively. The first in situ database, named DS0, includes 300 coincident POC, SPM, $b_{bp}$, and $c_p$ measurements (Table 2). In Sect. 2.3, DS0 will be used to examine the empirical relationship between $b_{bp}/c_p$ and POC/SPM. The POC/SPM ratio ranges between $1.1 \times 10^{-3}$ and $8.7 \times 10^{-1}$. In comparison, Woźniak et al. (2010) collected 44 samples in the near-shore area off Imperial Beach (California) with POC/SPM values between $2.3 \times 10^{-2}$ and $4.2 \times 10^{-1}$. The second in situ database, referred to as DS, is made of 325 coincident POC, SPM, and $R_{rs}$ measurements, with $3.9 \times 10^{-4} \leq$ POC/SPM $\leq 5.6 \times 10^{-1}$ (Table 2). It will be used to test the performance of POC/SPM estimates from the neural network algorithm (Sect. 3.1).

2.1.2 The global coastal MERIS $R_{rs}$ and match-up datasets

MERIS level 1 data were used to study the PPC spatial and temporal distribution (Sect. 3.2) and for the match-up ex-
exercise (Sec. 3.1). MERIS level 1 data (~1 km pixel resolution) over the 2002–2012 period were processed using the polymer atmospheric correction algorithm (Steinmetz et al., 2011; Steinmetz and Ramon, 2018), which was adapted for coastal waters within the framework of the GlobCoast project. Following Mélin and Vantrepotte (2015), only pixels presenting a distance to the coast lower than 200 km and with a bottom depth not deeper than 4000 m are selected (Loisel et al., 2017). A third dataset, named DSM (for DataSet Match-up), was composed of collocated MERIS data with in situ data points of POC and SPM (Table 2), collected within the framework of the French Coastal Monitoring Network SOMLIT (Service d’Observation en Milieu Littoral, https://www.somlit.fr/en/, last access: 22 March 2023). The criteria considered for the match-up selection are described in Bailey and Werdell (2006). Due to the absence of organically dominated match-up data points using the MERIS sensor, complementary match-up data points were added to DSM by looking at SeaWiFS (Sea-Viewing Wide Field-of-View Sensor) match-up with DS. We only kept the match-up data points with a good $R_{rs}$ retrieval (only possible using DS). For that purpose, only data points with $R_{rs}$ (in situ) / $R_{rs}$ (satellite) values from 412 to 560 nm, below 0.5, or above 1.5 are selected. The DSM dataset is composed of 101 matched points after the application of these criteria. The POC / SPM mean value is 0.0801 for DSM instead of 0.1136 and 0.0895 for DS0 and DS, respectively.

### 2.2 Algorithm development

Two different approaches were initially tested to estimate PPC from $R_{rs}$. For the first approach, SPM is estimated by the Han et al. (2016) algorithm (referred to as HA16) which consists of semi-analytical relationships between SPM and $R_{rs}$ in the red or NIR bands, according to the level of turbidity. The typical band–ratio relationship using the red to blue–green bands is used to assess POC from the algorithm of Tran et al. (2019) (referred to as TR19). Once POC and SPM are derived, the POC / SPM ratio is calculated, and PPC is estimated using the different threshold values (see Sect. 2.3). However, Tran et al. (2019) showed that POC concentration can be overestimated in the presence of mineral waters. The result is that the POC / SPM ratio is also overestimated when mineral-dominated waters dominate (not shown). Moreover, the errors in both POC and SPM estimations are additive when the POC / SPM ratio is finally calculated. To limit this error propagation, we focus on the development of a single algorithm to derive the POC / SPM ratio from $R_{rs}$ in one step.

For that purpose, a neural network approach has been selected as a second approach. We used a feed-forward network with log-sigmoid hidden neurons and linear output neurons coupled to a Levenberg–Marquardt algorithm allowing an efficient back propagation through the training procedure (Lv et al., 2018; Hagan et al., 1996). The DS dataset was randomly divided into three datasets to develop, train, and validate this NN. Overall, 60% of the observations were used to construct and train the NN, 20% were used for its validation, and 20% were used to test its performance independently. The training and validation phases are performed jointly, allowing us to stop the training procedure when the generalization of the NN stops improving. We tested several combinations of $R_{rs}$ bands (412, 443, 490, 510, 560, and 665 nm) to best predict the POC / SPM ratio. The final NN architecture was best trained using $R_{rs}$ at 412, 490, 510, and 560 nm as the input layer, two hidden layers (8 and 10 neurons), and one output layer (POC / SPM ratio). The metrics used to evaluate the performance of the NN optimization are described in Portillo Juan and Negro Valdecantos (2022).

### 2.3 Determination of the organic, mineral, and mineral–organic mixed fraction

As previously explained, the POC / SPM ratio is an indicator of the particle assemblage and can be used to partition in situ data into three water types as defined by Woźniak et al. (2010). In addition, some theoretical and field studies showed that the variability in the ratio $b_{bp} / c_{p}$ can be related to the particle composition (Boss et al., 2004; Twardowski et al., 2001; Loisel et al., 2007; Duforêt-Gaurier et al., 2018). Low $b_{bp} / c_{p}$ values are observed for a particle population dominated by low refractive-index material such as phytoplankton. In contrast, high $b_{bp} / c_{p}$ values are generally observed in the presence of a relatively high concentration of inorganic particles. At 650 nm, $c_{p}$ is dominated by the scattering, and the optical ratio $b_{bp} / c_{p}$ can be used instead of $b_{bp} / c_{p}$ (Loisel et al., 2007).

The objective here is to re-examine the pertinence of the POC / SPM threshold values of Woźniak et al. (2010) on a larger in situ coastal dataset (DS0) (covering a wider range of optical and biogeochemical variability) through the examination of the POC / SPM to $b_{bp} / c_{p}$ relationship. As expected, $b_{bp} / c_{p}$ decreases when POC / SPM increases, that is when we move from a mineral-dominated to an organically dominated environment, with $b_{bp} / c_{p}$ values typically lower than 0.010–0.012 (Twardowski et al., 2001; Loisel et al., 2007). Low $b_{bp} / c_{p}$ values are finally plotted, and the estimated regression coefficients are indicated with their standard error (Fig. 1). The threshold values are first fixed according to the $b_{bp} / c_{p}$ values (as a given range of $b_{bp} / c_{p}$ values corresponds to a given range of the refractive index of the bulk particulate matter) and then adjusted, with a careful examination of each data point for which ancillary data (i.e., chlorophyll $a$, counted cells, phytoplankton to particulate absorption ratio, and $R_{rs}$ spectra) are used to better characterize the bulk particulate matter.
0.075) values typical of phytoplankton-dominated environments. The new threshold value of POC / SPM for organically dominated waters is set to 0.2 (i.e., \( b_{sp}/c_{sp} < 0.075 \)) to encompass in situ data points collected during bloom events. This value is, however, very similar to the value previously obtained by Woźniak et al. (2010) (0.25). Data points located along the asymptote are therefore associated with organically dominated waters.

The thresholds are applied to monthly POC / SPM values derived from MERIS data, and the frequency of dominance is computed for each pixel of the scene over the 10 years (2002–2012) as detailed below. A pixel geographically located at a given latitude and longitude is named the \( k \) pixel \((k = 1, S_{tot})\). \( S_{tot} \) is the total number of pixels over the selected geographical area. For each \( k \) pixel, we computed the number of valid pixels \((N_{k}^{v})\) over the period that corresponds to 120 months \((N_{k}^{v} \leq 120)\). The term “valid pixel” means a non-flag pixel for which the \( R_{rs} \) value is provided in order to derive POC / SPM with the neural network. Then, for the \( k \) pixel, we calculate how many times the class \( i \) is identified over \( N_{k}^{v} \): \( n_{1} \) is the class occurrence, and \( i = 1, 2, \) or 3 with 1 for mineral-dominated, 2 for organically dominated, and 3 for mixed water classes. The frequency of dominance is defined as the ratio of the occurrence to the number of valid pixels:

\[
D_{k} = \frac{\text{max}(n_{1}, n_{2}, n_{3})}{N_{k}^{v}} \times 100(\%)
\]

Eq. (1) is repeated \( S_{tot} \) times to compute the frequency of dominance over the whole scene and provide maps in Sect. 3.2.

3 Results

3.1 Validation of the classification

In situ measurements of \( R_{rs} \) from DS are used as input for the neural network algorithm to test the performance of the estimation of algorithm-derived values, named NN POC / SPM (Fig. 2a). The NN algorithm achieves a good performance over the whole range of POC / SPM (Fig. 2a). The median absolute percentage difference (MAPD) is 24 %, the median ratio (MR) is 1.06, and the bias is 0.004. The slope of the type II (log-transformed) regression is 0.90. The same classification is obtained for 88.5 % of data points between the in situ and model-derived values. About 10.9 % of data points are misclassified in the adjacent group and only 0.62 % are misclassified in a non-adjacent group. SeaWIFS and MERIS match-ups on both the independent SOMLIT in situ dataset (for which no in situ \( R_{rs} \) values are available) and DS in situ data (for which in situ \( R_{rs} \) values are available) are shown in Fig. 2b. Compared to the results obtained using in situ measurements (Fig. 2a), the data points are much more scattered around the 1 : 1 line when POC / SPM is derived from satellite \( R_{rs} \) (Fig. 2b). This strongly emphasizes the impact of atmospheric correction on PPC, which is a common feature of OCR products. In Fig. 2b, all mineral-dominated data are from the SOMLIT dataset. As the in situ \( R_{rs} \) values are not available for SOMLIT data, we cannot apply the criteria described in Sect. 2.1.2 to remove inaccurate satellite \( R_{rs} \) retrievals. Removing such \( R_{rs} \) values will certainly allow us to identify strongly misclassified patterns. In Fig. 2b, 68.4 % of mineral-dominated data, 44.4 % of mixed data, and 73.7 % of organically dominated data are well-classified. Due to atmospheric correction uncertainties, a proper estimation of POC / SPM values from remote sensing is still very challenging, while the estimation of PPC can still be performed with a reasonable accuracy. Extra match-up data points, including both in situ \( R_{rs} \) and POC / SPM measurements, are, however, needed to definitely support this conclusion.

3.2 Global and regional PPC patterns

The PPC algorithm has been applied to MERIS monthly \( R_{rs}(\lambda) \) data over the 2002–2012 time period, and the maximum occurrence of PPC has been calculated over this 10-year time period as described in Sect. 2.3 (Fig. 3a). As expected, we observe a well-marked near-shore–off-shore gradient from mineral-dominated waters to organically dominated waters with a transition zone corresponding to mixed particulate assemblages. Large deltas and estuaries characterized by intense sediment discharge, such as the Amazon Estuary, Mekong Delta, Huanghe (Yellow River) Delta, Yangtze Estuary, or Ganges–Brahmaputra Delta, present a very high occurrence of mineral-dominated waters (70%–90%). These areas can extend much further from the river outlet, depending on the bathymetry and the surface currents, as for instance in the central part of the Yellow Sea at the Yangtze Estuary. Values of POC / SPM of 0.12–0.15, depicting mix-dominated particulate assemblages, have been measured in the East China Sea region (124°–126° E, 30°–32° N) in great agreement with our present finding (Hung et al., 2007). The dominance of mineral-dominated waters is generally persistent throughout the considered time period as depicted by the relatively low (20 %–30 %) coefficient of variation observed at the outlet of these different estuaries and deltas (Fig. 3b). In contrast, at the Amazon and Yangtze estuaries and the Huanghe Delta, some off-shore areas with a high (70%) coefficient of variation depict the impact of seasonal and interannual interactions between the continental (river and sediment discharges) and oceanic forcing (tide, wind, surface current, sub-mesoscale structures) and the bathymetry. For example, close interaction between the Amazon plume dominated by mineral particles and the retroflexion of the North Brazil Current carrying oceanic particulate organic matter occurs in the region at the Amazon Estuary where the slope in the continental shelf drastically changes (Gensac et al., 2016; Varona et al., 2019), causing a significant temporal variation in the PPC. In contrast to the
Figure 1. Relationships between $b_{bp}/c_p$ (650 nm) and POC/SPM from DS0. The black curve is the power regression. The vertical dashed lines represent the thresholds delimiting the water types according to Woźniak et al. (2010). The vertical solid lines show the new thresholds defined in the present study. The linear regression (in log space) between derived (named $y$) and in situ $b_{bp}/c_p$ (named $x$) is given, as are the regression coefficient ($r$), the median absolute percentage difference (MAPD), the median ratio (MR), and the mean bias (MB). These statistical indicators (MAPD, MR, and MB) are calculated in normal space as described in Jorge et al. (2021).

Figure 2. Comparison of in situ and derived POC/SPM from neural network algorithm (NN POC/SPM) (a) for DS (i.e., in situ $R_{rs}$ values are used by NN POC/SPM) and (b) for DSM (i.e., satellite $R_{rs}$ values are used by NN POC/SPM). The dashed line is the 1 : 1 line. Red, blue, and green colors are for mineral-dominated, organically dominated, and mixed waters, respectively. For both panels, the vertical and horizontal solid lines indicate the thresholds (0.08 and 0.2) used to partition the water types. Dots are color-coded according to the values of the in situ POC/SPM, whereas the circles are color-coded according to the values of POC/SPM derived from NN. When circles and dots are of the same color, it means that the retrieved values belong to the same class as the in situ ones.

previously mentioned rivers and despite the Congo River being the world’s second-largest river in terms of both drainage area and water discharge, only a small PPC signature (mainly organically dominated) can be seen at the outlet of its estuary (not visible in Fig. 3a), except in the coefficient of variation (Fig. 3b). This is coherent with the fact that the sediment discharge of the Congo River is very low, in contrast to the dissolved part of the discharge, and that most of the particulate assemble is organic (Coynel et al., 2005). A specific zoom on this area reveals the dominance of organic matter even at the outlet of the estuary, in good agreement with in situ data reported in Coynel et al. (2005).

While an extensive investigation of the different spatiotemporal patterns presented in Fig. 3 are is beyond the scope of the present paper, a specific focus illustrating the pertinence of the PPC product is conducted over the eastern English Channel (EEC) and the southern North Sea (SNS), for which the biogeochemical and physical processes driving the suspended particulate matter composition are relatively well-documented. The eastern English Channel and southern North Sea coastal region is known for its strong hydrodynamics marked by intense tidal currents. This shallow-water region, therefore largely impacted by resuspension effects, is also largely influenced by freshwater discharges from different rivers, the most important ones being the Seine and the Somme along the French coast of the EEC and the Thames and the Scheldt along the SNS. Strong spring and early summer phytoplankton blooms of diatoms and *Phaeocystis globosa* occurred in this region at different times of the year, depending on the nutrient and light (i.e., season and turbidity...
Figure 3. (a) Frequency (%) of dominant water type (red for mineral-dominated, green for mixed, blue for organically dominated) over the MERIS time period of 2002–2012. The yellow color corresponds to unclassified pixels, which means pixels for which the retrieved value of POC / SPM is non-valid (i.e., negative). (b) Coefficient of variation in POC / SPM over the MERIS period of 2002–2012.

level) availability (Breton et al., 2000; Antajan et al., 2004; Sazhin et al., 2007). For these different reasons, the composition of the suspended particulate matter in this area is strongly variable, as already stressed by different field studies based on optical and biogeochemical measurements (Loisel et al., 2007; Vantrepotte et al., 2007; Lubac et al., 2008). The monthly occurrence of each PPC class is in excellent agreement with our present knowledge of this area (Fig. 4). Between mid-fall and winter (from October to February), the particulate matter pool of the EEC and the SNS is characterized by mineral and mix-dominated assemblages, mainly due to sediment river inputs and resuspension effects from strong
physical (i.e., waves) forcing (Lesourd et al., 2003; Lancelot et al., 2007; Gohin, 2011; Renosh et al., 2014). This is consistent with the results of Vantrepotte et al. (2012), who observed that the relative contribution of the particulate matter assemblage with a strong proportion of mineral particles increases significantly during the winter time. In March, organically dominated pixels appear in the SNS coastal region and at the Somme River area in the EEC. Then, while the organically dominated particle assemblage areas are developing in the SNS from March to July, similar particulate assemblages start developing from May to July in off-shore waters of the EEC and along the EEC coast from June. The timing of the development of organic matter areas in the EEC and the SNS is in perfect agreement with phytoplankton bloom dynamics in these regions, which first develop in the Bay of the Somme area and the SNS, followed by another bloom which develops south in the area of the Bay of the Seine (Brunet et al., 1996; Vantrepotte et al., 2007; Joint and Pomroy, 1993; Van der Zande et al., 2012; Gohin et al., 2019). Finally, areas covered by organically dominated pixels are at a maximum in June and July, and then mixed assemblages start developing in the northern part of the domain to fully cover the whole region in October. Mixed assemblages are more likely dominated by aggregates of mineral particles and detrital matter (non-living organic particles) which developed during the senescence of the bloom (Vantrepotte et al., 2007; Loisel et al., 2007; Gohin, 2011; Grattepanche et al., 2011).

4 Concluding remarks

The PPC can be used as an appropriate indicator for characterizing the nature of bulk suspended particulate matter from satellite OCR remote sensing. The MERIS spatiotemporal patterns of this new indicator are consistent with general features documented in the literature. Due to the visible bands used, common to all OCR sensors, the PPC algorithm can be applied to all OCR satellite sensors, allowing us to assess the long-term trend of suspended particulate matter over the global coastal ocean. The application of this algorithm to the satellite Copernicus Marine Environment Monitoring Service (CMEMS) data is underway to assess the different temporal patterns (seasonal, trend, and irregular) using the Census X-11 approach (Vantrepotte et al., 2011).
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Abstract. Over the past decades, the South Atlantic Ocean has experienced several changes, including a reported increase in coastal erosion and floods. This study aims to investigate the recent changes in the extreme wave events over the south-western South Atlantic (SWSA) – which hosts the most economically important harbours in South America, high oil and gas production demands, and rich biodiversity. This investigation considers not only the occurrence of extreme wave events but also extreme wave indicators that characterise the potential wave impact on offshore and coastal areas. Extreme wave events are obtained using the averaged monthly 95th percentile of significant wave height ($H_s$) from 1993 to 2021, combining the CMEMS global wave reanalysis and near-real-time products. Annual and seasonal statistics are derived to analyse mean and extreme wave climate and trends in the study region, focusing on $H_s$, peak period, and wave power. The analysis gives an overview of the wave climate in the study domain, including a discussion about seasonal differences. For a more direct application to future risk assessment and management, we perform an analysis considering the regional monitoring and warning system division established by the Brazilian Navy. We used a coastal hazard database that covers a portion of the coast to investigate how the trends given by the CMEMS wave products may impact the coastal zone. Our findings showed significant changes in the SWSA mainly associated with an increase in mean values of $H_s$, wave period, and consequently the wave power. Narrowing down to the coastal impact, we found an increase in the number of coastal hazards in the State of São Paulo associated with waves, which agrees with the increase in the number of extreme wave events in the adjacent ocean sector. However, the increased number of coastal events is also driven by local factors.
1 Introduction

In recent years, several extreme events have been reported in the South Atlantic Ocean (e.g. Marcello et al., 2018; Dalagnol et al., 2022), thus directly reflecting hazards along the coast. One of the regions that are facing relevant changes is the south-western South Atlantic (SWSA), with an increase in extreme wave and storm surge occurrences (Souza et al., 2019; Gramcianinov et al., 2023). With high economic relevance, the SWSA region hosts strategic harbours in South America, where $7.55 \times 10^8$ t of goods were transported in 2021 (ANTAQ, 2022), and promising oil and gas exploration fields. In addition, the region also holds rich biodiversity, including coral reefs and 856 km$^2$ of mangroves that are crucial for coastal hazard protection, economic activities (e.g. fishery), and the cultural identity of the coastal communities (ICMBio, 2018; Pereira-Filho et al., 2021). The SWSA coastal cities have a dense population, with approximately 20 million people who are extremely vulnerable to coastal erosion and infrastructure damage (Zamboni and Nicolodi, 2008).

Assessing the extreme waves and wave trends in the SWSA with traditional approaches has proven to be challenging for several reasons. The difficulties remain mostly in the still-limited understanding of the local physical processes (e.g. wave–current interaction) and climate variabilities (e.g. the overlapping effect teleconnections). The limited accuracy of long-term integrations and the scarce data availability can make these analyses even more difficult. Some recent studies have revealed changes in the wave pattern in the South Atlantic, usually ascribed to the increase in the extreme waves in the Southern Ocean (SO). In general, previous global or hemisphere-based studies have reported increases in wave height extremes in the Southern Hemisphere (SH) over the past 41 years, and this tendency is expected to continue in the future (Caires and Sterl, 2005; Dobrynin et al., 2012; Lemos et al., 2019). However, when focusing on the SWSA, the mean and extreme wave climate trends present larger uncertainties.

In addition to understanding the significant wave height ($H_s$) trends, assessing changes in wave event characteristics, such as the mean wave direction and peak period, is of utmost importance. Silva et al. (2020) showed how the oscillation between the southern and eastern dominant wave energy flux directions has led to changes in the coastal morphodynamics at both regional and local scales. Some previous works reported wave power changes under the present climate (Odériz et al., 2021; 1979–2018) and mean wave direction and period changes in both present (Hemer et al., 2010; 1989–2005) and future climate (Lobeto et al., 2021; 2081–2100). These changes directly affect naval and coastal risk assessments, requiring special efforts to properly link the global-scale findings to regional and local wave extremes.

Against such a background, this section aims to report and investigate the recent extreme wave climate trends (1993–

### Table 1. Copernicus Marine Service (CMEMS) and non-CMEMS products used in this study, including the Quality Information Document (QUID) and Product User Manual (PUM).

<table>
<thead>
<tr>
<th>Product ID and type</th>
<th>Product ID</th>
<th>Product type</th>
<th>Data access</th>
<th>Documentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLOBAL_MULTIYEAR_WAV_001_032 (WA VERYS)</td>
<td>EU Copernicus Marine Service Product</td>
<td>numerical models</td>
<td>Bryn (2022)</td>
<td>PUM: Law-Chune (2022)</td>
</tr>
<tr>
<td>GLOBAL_ANALYSIS_FORECAST_WAV_001_027 (GLO-NRT)</td>
<td>EU Copernicus Marine Service Product</td>
<td>numerical models</td>
<td>Daphner et al. (2022)</td>
<td>PUM: Law-Chune (2022)</td>
</tr>
<tr>
<td>Baixada Santista Coastal Hazards database (BDe-BS)</td>
<td>Personal contact</td>
<td>dataset</td>
<td>Souza et al. (2019, 2022)</td>
<td></td>
</tr>
</tbody>
</table>
in the SWSA while focusing on wave event characteristics such as event frequency, intensity, duration, and peak period. We examined the seasonal statistics and climatic trends using both traditional (i.e. percentile-based) and storm-based approaches to provide new insights into the regional wave climate changes. To obtain results with more direct application to future risk assessment and management, we performed an analysis considering the regional monitoring and warning system, as well as the impact of the recent wave climate changes on the coast.

2 Methods

2.1 Datasets

The main dataset used in this work was the Copernicus Marine Environment Monitoring Service (CMEMS) global reanalysis, named WAVERYS (product ref. no. 1; Table 1; Law-Chune et al., 2021a), available from 1993 to 2020. To include 2021 in the analysis, the WAVERYS was complemented with data from the CMEMS Global Ocean Waves Analysis Near Real Time product (GLO-NRT; product ref. no. 2; Table 1). The combination (in time) of these two products is hereafter referred to as CMEMS wave products. WAVERYS is available at a 1/5° horizontal grid as 3-hourly outputs from 1993 to 2020, while the wave analysis has a 1/12° horizontal grid as 3-hourly instantaneous output fields. The GLO-NRT product was interpolated to the 0.20° horizontal grid, so a more consistent analysis can be achieved despite using different products. Both products are produced using the Météo-France Wave Model (MFWAM) with the dissipation terms developed by Ardhuin et al. (2010). WAVERYS is forced by hourly surface winds and daily sea-ice fraction fields derived from the fifth-generation Weather Forecasting System (ECMWF) (ERA5; Hersbach et al., 2020) and ocean currents obtained from the ocean reanalysis Global Ocean Reanalysis and Simulation (GLORYS). The GLO-NRT is forced only by a 6-hourly wind analysis from the IFS-ECMWF atmospheric system.

An evaluation of WAVERYS for the western South Atlantic wave climate was made by Crespo et al. (2022). The authors compared $H_s$ from the WAVERYS, ERA5, and the National Centers for Environmental Prediction (NCEP) wave reanalysis (Chawla et al., 2013) against wave buoy measurements at three locations along the Brazilian coast and found that WAVERYS presented the highest correlation and the lowest root mean square deviation (RMSD). The ERA5 performance in representing the winds is also relevant as the quality of the forcing field is crucial in a wave simulation. Previous works have shown that ERA5 can represent the wind climate, extreme percentiles, and storm variability (e.g. Belmonte Rivas and Stoffelen, 2019; Gramcianinov et al., 2020b; Crespo et al., 2022).

2.2 Percentile computation

In this work, the percentiles were computed using the empirical distribution of the $H_s$ peaks ($H_{\text{peaks}}$) within a given period, thus allowing us to obtain a more detailed view of individual wave events’ occurrence. The selected $H_{\text{peaks}}$ must be separated by a minimum of 48 h to guarantee the independence of the peaks. This time window has been widely applied in past studies to ensure the collection of one peak per storm (e.g. Caires and Sterl, 2005; Meucci et al., 2020). Besides that, 48 h is a suitable but not so restrictive time threshold for extreme-wave analysis in the region, particularly considering the differences among the seasons. The 95th percentile was computed based on the monthly $H_{\text{peaks}}$ distribution at each grid point. Using these monthly 95th percentiles, we calculated the annual and seasonal means to analyse trends and proceed with the wave event analysis (Sect. 2.4). The seasonal mean of the monthly 95th percentiles was computed for the summer and winter, using the average December–January–February (DJF) and June–July–August (JJA), respectively, thus having one value per year. The annual percentiles were computed by the average of all monthly percentiles within the year. As a final result, we have a mean annual and seasonal percentile time series at each grid point.

2.3 Trend estimation and testing

Trends were estimated based on Sen’s slope estimator (Sen, 1968), which evaluates the magnitude of a time series trend. The significance of Sen’s slope was calculated by the Mann–Kendall test (Mann, 1945; Kendall, 1975), considering a $p$ value lower than 0.05. Both methods are non-parametric (distribution-free) procedures and consider the monotonic increase upward or downward of the time series, thus being more robust to climate-based analysis (e.g. Wang et al., 2020).

2.4 Extreme-wave-event analysis

The wave event statistics were derived following the methods developed by Weisse and Günther (2007), in which consecutive points over a specific threshold within a given time series are considered to define extreme wave events. This event-counting process was performed for each grid cell considering its unique severe event threshold (SET), defined herein as the average of the monthly 95th percentile of $H_{\text{peaks}}$ considering the whole period (1993–2021). Notably, there is no widely accepted method for selecting threshold values, and values between the 90th and 99th percentile $H_s$ are often used (De Leo et al., 2020; Gramcianinov et al., 2020b). Moreover, the use of the averaged monthly percentile results in a smoothed field, especially due to the $H_{\text{peaks}}$ variability among the year. In this way, for some locations, the exceedance of events above SET was larger than 5%.
Following Weisse and Günther (2007), the intensity is equal to the difference between the maximum \( H_s \) of the event and the SET at that point. The wave event statistics, such as the number of events, intensity, mean wave direction, and peak period, are presented herein as annual and seasonal means to build the spatial distribution and trends and obtain the spatially averaged time series. The intensity and wave parameters were calculated by averaging all individual events (above SET) within the year or season. The same analysis was applied successfully in the Black Sea by Staneva et al. (2022), allowing a better understanding of the extreme wave events’ spatial distribution and trends. More details about these methods can be found in Weisse and Günther (2007).

### 2.5 Wave power calculation

Following Staneva et al. (2022), we also calculated the wave power in the study domain. Wave power or wave energy flux was obtained following Eq. (1):

\[
P = \left( \frac{\rho g}{64 \pi} \right) H_s^2 T_e,
\]

where \( P \) is the wave energy flux per unit of wave-crest length (kW m\(^{-1}\)), \( \rho \) is water density, \( g \) is the acceleration due to gravity, \( H_s \) is the significant wave height, and \( T_e \) is the wave energy period. \( T_e \) is directly available in the Waverys products (named VTM10) and is defined as the mean wave period obtained by the \( T_e \equiv T_{m-1,0} = m_{-1}/m_0 \), based on the \(-1\)th and 0th moment of the wave spectrum.

### 2.6 Coastal risk assessment

Warnings and risk assessment in this region are supervised by the Centre of Hydrography of the Brazilian Navy (CHM, from Centro de Hidrografia da Marinha), which is recognised by the World Meteorological Organization (WMO) as the issue service for the MetArea V (Atlantic waters west of 7\(^\circ\) N–35.8\(^\circ\) S, 20\(^\circ\) W). According to the CHM monitoring system, the coastal region of SWSA can be divided into four subareas (Fig. 1). These subareas were used to analyse the wave climate trends in the domain, considering the regional specificity and facilitating future discussions about risk management. This analysis may facilitate the applicability of the results found here to improve future monitoring and warning system development. We used a historical database of coastal hazards in the State of São Paulo, within subarea C, to further investigate coastal impacts. The Baixada Santista Coastal Hazards database (BDe-BS; product ref. no. 3; Table 1) covers the period from 1928 to 2021 and is obtained using the hemerographic method (mostly newspapers) and material from social media (mostly videos), showing coastal impacts caused by strong waves and anomalously high tides (either meteorological or astronomical tides) (Souza et al., 2019; Linhares et al., 2021; Souza et al., 2022). The definition of coastal hazards is mainly based on processes such as coastal erosion and/or coastal inundation, the latter also forced by continental flooding (heavy rainfall) in estuarine areas. Therefore, the coastal hazards registered in the BDe-BS represent events with high intensity since they were brought to the attention of the public due to their significant impact on the beaches, destruction of urban structures, and public and private properties, as well as disruption of the city’s day-to-day and port activities. More details regarding the database can be found in Souza et al. (2019).

Currently, the BDe-BS initiative is maintained by the São Paulo state government through the “Preventive Plan for Coastal Erosion, Coastal Inundation, and Flooding” (adapted from the Portuguese: Plano Preventivo de Defesa Civil para Erosão Costeira, Inundações Costeiras e Enchentes/Alagamentos causadas por Eventos Meteorológicos-Oceanográficos Extremos como Ressacas do Mar e Marés Altas). Despite representing a small portion of the coastal area of the SWAS, the number of intense/extreme events reaching the São Paulo state coast can be considered representative of most of the coastal extension of the domain in this study, except for subarea D (see Fig. 1). The reason for this extrapolation is mainly the lack of long-term records in other locations. In addition, the database covers the central portion of the study region in a region with high economic importance.

### 3 Results

#### 3.1 Extreme-wave-climate characterisation

The 95th percentile distribution, with its gradient towards the south (Fig. 2a, e, i) followed by the concentration of more intense extreme events to the southern portion of the domain (Fig. 2c, g, k), reflects the influence of the South Atlantic...
storm track in the region. The storm track controls the extreme wave climate in the SWSA due to the strongest winds associated with the cyclones (e.g. Campos et al., 2018), and it is located between 55 and 30° S (Hoskins and Hodges, 2005; Gramcianinov et al., 2019).

Despite sharing a common extreme-wave-generation source, as is possible to see by the similar mean-wave-direction distribution (Fig. 2d, h, l), summer (DJF) and winter (JJA) present distinct wave patterns due to the southward shift in the storm track in the summertime (Hoskins and Hodges, 2005). Thus, the summer presents smaller values of $H_s$ – and consequently 95th percentile $H_{sp95}$ (hereafter) values (Fig. 2e) – in the study domain, which is reflected a lower number of events (Fig. 2f) and weaker events (Fig. 2g) than winter and the whole period. Climatologically, the austral autumn (MAM) presents behaviour closer to the summer pattern, while spring (SON) and winter patterns are similar. In this study, we further analyse the whole period and winter since summer does not present many cases.

During the winter, the main storm track is in its northernmost position (Hoskins and Hodges, 2005), resulting in more wave events than in other seasons (Fig. 2j). Typically, in winter, the region presents relatively long fetches along the coast (south-west-/north-east-oriented) associated with cyclones generated at approximately 35° S (Gramcianinov et al., 2021). These fetches can be widely intensified by rear anticyclones on the western side of the cyclone, thus causing this configuration to be widely related to the most severe cases observed in the domain (e.g. da Rocha et al., 2004; Machado et al., 2010; Dragani et al., 2013).

The high number of events in the northern boundary of the domain (Fig. 2b, j) can be associated with the South Atlantic Subtropical High (SASH), which is also a generating system in the study region (Pianca et al., 2010). The SASH mostly influences the wave climate by generating easterly waves towards central Brazil, northward from 23° S. However, the wave events in this location are associated with relatively small $H_s$, as is possible to see by the local $H_{sp95}$ values (Fig. 2a, i) and wave event intensities (Fig. 2f). For instance, the $H_{sp95}$ values in the northern portion of the domain do not reach 3.5 m in the winter (Fig. 2i).

The overall pattern and values presented in Fig. 2 agree with previous studies, even though methodological differences exist, thus making a straightforward comparison difficult. For instance, Gramcianinov et al. (2020b), using the 90th percentile computed through a spatially varying time window, found a mean of 1.3 and 5.5 extratropical cyclones per year associated with extreme wave events in the region in the summer and winter, respectively. These values are comparable with the number of events presented in the maps of Fig. 2b, g, and l. Regarding the intensity, the same authors found a mean $H_s$ of 6.5 m associated with these cyclone events, which is also comparable to the intensity values (above the percentile) in some locations of the study domain (Fig. 2c, h, m). Moreover, Machado et al. (2010) accessed extreme wave events in the coastal region between 30° S and 32° S and found a mean of 1.33 events per year above the 90th percentile between 1979 and 2008. We also reported this relatively small value at this exact location in Fig. 2b, g, and l. In this way, the method applied herein presents robust results according to what is reported in the region.

3.2 Extreme wave event trends

The monthly $H_{sp95}$ trends present a sparse and weak signal in the study domain, except for the winter (Fig. 3f). The southern coast presents a significant increase in the $H_{sp95}$ values, which are greater than 2 cm yr$^{-1}$ in some locations during the wintertime. When looking at the mean $H_s$ trend, it is possible to see a general increase in this wave parameter along the Brazilian continental shelf, covering the coastal and offshore regions. The magnitude of the mean $H_s$ increase is small (< 0.2 cm yr$^{-1}$) but significant in the whole period (Fig. 3b). The mean $H_s$ increase in winter is relatively greater (between 0.4 and 0.8 cm yr$^{-1}$; Fig. 3g). The differences between the mean and $H_{sp95}$ trend signal are in agreement with the findings of Young and Ribal (2019), who showed that the $H_s$ distribution changes in the last years were skewed to the left, with an increase in small waves – which can change the mean without changing the extreme percentiles. The trends in the number of extreme wave events also present sparse behaviour, but with significant increases along the Brazilian coast (Fig. 3c, h). The event increase occurs on most of the coast in the whole-period analysis, while it is confined to some portions of the southern and south-eastern coast during the winter (Fig. 3h). It is important to note that the rise in the number of events does not follow the $H_{sp95}$ trend pattern.

Figure 3 also shows the spatial trends of the mean distribution of the wave peak period and wave power during the events (Fig. 3d, e, i, j). There is a general increase in the peak period in the study domain, confined to the central portion of the coast in the winter (Fig. 3i). The increase in wave period and $H_s$ can lead to important changes in the wave power (Eq. 1). Note that for the wave power calculation, $T_c$ was used, and the trends presented in Fig. 3d and i are based on the $T_p$. However, considering a JONSWAP wave spectrum, $T_c$ is directly related to $T_p$ ($T_c = 0.9 \times T_p$; Guillo, 2020). The wave power presents a small but significant increase along the coast in the whole period and wintertime (Fig. 3e, j), reaching maximum values (> 0.2 kW m$^{-1}$ yr$^{-1}$) offshore of the southern Brazilian and Uruguayan coast (30–40° S) in the winter. Following the mean $H_s$ behaviour, the increase in the wave power is larger in the winter than in the whole period – as expected, as wave power is proportional to $H_s^2$ (Eq. 1). Other extreme event indicators, such as intensity, mean wave direction, and lifetime, did not present a robust trend signal and, therefore, are not shown.

The extreme-event analysis based on each grid point in a high-resolution hindcast provides a more detailed view of pattern changes along the coast. On the other hand, such an
analysis can produce sparse results that may not be easily applied to more practical and operational tasks. Therefore, the trends in some event parameters were analysed for each Brazilian Navy monitoring and warning subarea (Fig. 4). For this analysis, we focused on the parameters with significant trends in at least one region and season, although both whole-period and winter trends are presented in Fig. 4 for consistency. Both subareas C and D present a significant increase in the number of events in the whole period. The trends of 0.2 and 0.28 events per year represent an increase of $\sim 20\%$ in subareas C and D in 29 years (based on the increase in the annual mean of their series). Together with subarea B, these regions also present an increase in the mean wave power – despite no significant change in the peak period. In the winter, subareas A and C present significant trends in the number of events per year, representing a 27.2 % and 20 % increase, respectively. Subarea C presents a small but significant increase in peak period in the winter, as well as in the wave power. The wave power also increases in subarea D in the winter.

By the time series, it is possible to note a high interannual variability due to large-scale climate modes that affect the regional wave climate through storm track shifts (e.g. Sasaki et al., 2021). The SWSA is affected by many large-scale variability modes that interact, which are widely studied in the atmosphere but not well understood in the wave fields (Godoi et al., 2020; Godoi and Torres Júnior, 2020; Sasaki et al., 2021), which make it difficult to correlate climate indexes with wave parameters directly. However, even considering these variabilities, most parameters present a positive trend, although not always significant. As explained in Sect. 2.3, we consider the Mann–Kendall test to assess the significance of the trends. The sensitivity of the Mann–Kendall test may be related to the large variance of the time series, which directly influences the trend detected by this method (Wang et al., 2020).

### 3.3 Coastal risk analysis

The Charlies subarea (C) is one of the most affected locations, experiencing an increased number of extreme wave events, peak periods, and wave power in the last years. However, linking the changes in the regional wave climate with coastal hazards is not a straightforward task as the wave systems are modified by bathymetry, and their impact depends on the coastal morphodynamics. Table 2 presents the number of events recorded by the BDe-BS and the computed trends for each type of hazard. The São Paulo coast was affected by 163 hazards between 1993 and 2021, of which 48 % (78) were caused exclusively by storm waves and 30 % (49) by the combination of waves and tides (as a result of either astronomical or meteorological tides). In the winter, 93 % (51) of events are associated with waves, with combined events showing a similar proportion (35 %) of total events com-
pared to the whole period (30%). Thus, the hazards forced exclusively by anomalous tides are rare in the winter, which may be related to the high wave event frequency in this season. The number of events on the coast increased both for the whole period and in winter (JJA). The increase in the number of coastal hazards was mainly led by wave events since events caused only by tidal influence did not present any significant trend. The results show an increase of 120% and 145% of total events and wave-forced events on the coast in 29 years, considering the whole-period mean. This high increase is in agreement with Souza et al. (2019), who found a pronounced increase in wave-forced hazards after the decades 2000–2009 and 2010–2019 (226% compared with the 1928–1999 period) when analysing a longer period of the same database (1928–2016).

Figure 5 shows the time series of the yearly events of coastal hazards from the BDe-BS against the spatial sum of the number of events in subarea C obtained by the wave event analysis (described in Sect. 2.4). Due to the small number of coastal hazards per year, we show the time series and trends for the whole period to obtain more robust statistics. Nevertheless, the winter trends presented the same signal and relation among the event types as the whole period trends (see Table 2). Note that the absolute numbers of events recorded on the coast and obtained in subarea C are not comparable. This analysis aims to evaluate the similarity in the variability and trends of the time series. The number of events presented for subarea C in Fig. 5 is the sum of events in all grid points within defined boundaries.

Most of the coastal hazards reported by the BDe-BS are associated with waves, combined or not with a tidal rise. This is revealed by the numbers not only in Table 2 but also in the time series (Fig. 5a). The trends of all events and events associated with waves are similar, especially considering the trend error. It is possible to compare the trends in the coastal hazards forced by waves (0.22 events per year; Table 2) with the trends of the number of extreme wave events in subarea C (Fig. 5b: 0.20 events per year in Fig. 4a). However, considering the mean number of coastal events forced by waves (4.4 events per year), the increase on the coast corresponds to 145% in 29 years.

Although there is no total agreement between the extreme events detected in subarea C and hazards reported on the coast in the year-by-year analysis, the trend behaviour is similar. The number of combined events (wave + tides) and the total event trend are superposed in Fig. 5b. These overlaid pictures show that differences in the wave-forced coastal hazards and extreme wave events in subarea C may result from the influence of sea-level-elevation events forced by storms or astronomical tides. For instance, 2002 and 2009 do not present a peak in the extreme wave events within subarea C, but they were marked by a high number of wave-forced coastal hazards related to a higher percentage of combined events. These wave events would not become a hazard if the local sea level elevation did not allow waves to reach further into the continental area. In addition, the disagreement between the coastal and offshore event time series can be addressed for bathymetry and morphology reasons.
Moreover, coastal hazards can also occur after a sequence of events that result in a more vulnerable coast due to the lack of recovery time (Souza et al., 2019). For instance, these additional elements to coastal erosion can explain why the total increase in wave-forced events recorded on the coast in 29 years (145 %) is much larger than the increase in subarea C (~ 20 %). In this case, the human-made modification of the shoreline may intensify the damaging effects of the increase in extreme wave events (Muehe, 2018).

4 Conclusion

The present work aims to assess changes in the extreme wave climate in the SWSA, giving new insights into offshore coastal risk assessment and management in this domain. Understanding the extreme wave changes is crucial for supporting future projections, which are indispensable for the design and safety control of ship vessels, offshore and coastal structures and maintenance (e.g. oil/gas platforms, aquaculture, wind and wave farms), and coastal infrastructure (e.g. ports, roads, and touristic facilities) (e.g. Bitner-Gregersen et al., 2018; Vettor and Guedes Soares, 2020). Our findings show important changes in the SWSA mainly associated with an increase in the mean $H_s$ values and wave period. These changes directly impact the offshore and coastal zone, increasing the wave power reaching the region and, consequently, aggravating the coastal hazards along the coast.

Even though extreme waves have a major role in coastal flooding and coastal erosion (e.g. Parise et al., 2009; Machado and Calliari, 2016), there still exists a lack of knowledge about how observed large- to regional-scale trends will affect the coast. Most of the Brazilian Navy’s monitoring and warning subareas within MetArea V (WMO) require attention regarding wave climate changes. According to the WA VERYS hindcast analysis, the number of extreme wave events (above the 95th percentile $H_{peaks}$) increased in subareas A, C, and D, and the mean wave power increased in subareas B, C, and D. The trends vary depending on whether the whole period or only wintertime is considered. In this work, we analyse the winter (JJA) since it shows the most extreme wave patterns, but an extension of the analysis to other seasons is recommended for the future as the autumn
Table 2. The number of coastal hazards reported by the BDe-BS (product ref. no. 3; Table 1) in the whole period (1993–2021) and in the winter (JJA). The percentage calculation is based on the total number of events, which represents the sum of events forced only by waves, only by anomalous tides (by either astronomical or meteorological components), or by a combination of both (“waves + tides”). The last row highlights all events associated with waves, with or without tidal influence (“waves”). The trend unit is events per year or season, and bold values denote significance (Mann–Kendall test, \( p \) value \( \leq 0.05 \)).

<table>
<thead>
<tr>
<th></th>
<th>Whole period</th>
<th>Winter (JJA)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of events</td>
<td>Trend (number per year)</td>
</tr>
<tr>
<td>Total</td>
<td>163 (100 %)</td>
<td>0.23</td>
</tr>
<tr>
<td>Wave + tides</td>
<td>49 (30 %)</td>
<td>0.10</td>
</tr>
<tr>
<td>Only waves</td>
<td>78 (48 %)</td>
<td>0.12</td>
</tr>
<tr>
<td>Only tides</td>
<td>36 (22 %)</td>
<td>0.01</td>
</tr>
<tr>
<td>Waves</td>
<td>127 (78 %)</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Figure 5. (a) Number of coastal hazards per year caused by any forcing (blue) and waves (red) based on BDe-BS (product ref. no. 3; Table 1). (b) Numbers and trends of coastal hazards per year associated with waves (grey bars and black line) and combined events (waves + tides; yellow bars and lines) based on BDe-BS and total number and trend of wave events in subarea C (red lines) based on the CMEMS wave products (product ref. nos. 1 and 2; Table 1). The trends presented in these panels are statistically significant (Mann–Kendall test, \( p \) value \( \leq 0.05 \)), and the values are shown in Table 2.

(MAM) and spring (SON) weather patterns are also able to produce severe waves (e.g. Crespo et al., 2022). By our findings, we recommend special attention to subareas C and D as they present changes in both the number of events and wave power.

Regarding the coastal assessment, we found an increase in the number of coastal hazards in the State of São Paulo. According to our analysis, the increase in coastal hazards in this location is mainly associated with wave forcing and can be related to the increase in the number of extreme wave events in subarea C. Despite the well-known limitation in wave modelling, particularly to extreme waves (e.g. Campos et al., 2018), this finding provides evidence that the WAVERYS hindcast may be useful to assess not only extreme wave climate in the study domain (as shown by Crespo et al., 2022) but also the events reaching the coast in the long to medium term. However, more care is needed for interannual and interseasonal analyses that require year-by-year assessment, especially because a coastal hazard depends not only on the waves. Sea level rise, both in climatic and synoptic scales, and astronomical tides play a large role, potentially turning moderate waves into damaging ones as a high sea level allows waves to propagate and break further into the continent. Souza et al. (2019) highlighted that the most severe coastal hazards reported in the region do not present the highest values of \( H_s \) or sea level elevation but a combination of factors. Many other elements, such as coastal vulnerability, precipitation, morphology, and coastline orientation, affect the establishment of a coastal hazard (e.g. Muehe, 2018; Souza et al., 2019), mainly when the hazard is defined by its impact on the coast and not by some pure meteorological and/or oceanographic parameter.

Therefore, a complete assessment of coastal impacts needs more specific analysis considering local information and data, which is impracticable in this work, considering the study domain size. However, the trends derived herein are a valuable factor in identifying areas potentially vulnerable to climate change hazards and are also useful for engineers and stakeholders working towards the sustainable development of maritime activities. These changes may require adaptation measures, such as enhancing coastal protection (e.g. building dikes and establishing harbour protection measures). The findings reported in this work may also support the design of new projects and future assessments that will allow the advancement of the association of large-scale wave climate with coastal impacts.
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Abstract. Two unusual blooms were observed in Scottish waters during summer 2021: one in the Clyde Sea and the other by the east coast of the Shetland Islands. Both had the appearance of coccolithophore blooms. Transmission electron microscopy of a sample from the Clyde Sea confirmed the presence there of the coccolithophore \textit{Emiliania huxleyi}. We examine the conditions that led to these unusual blooms. In situ data are scarce, and so we draw inference from satellite data and reanalysis. For Shetland, the bloom can be seen to originate further north on the edge of the continental shelf. It is advected south and then west towards the Shetland coast by surface currents. For the Clyde Sea region, April 2021 was the coldest April of the last 30 years (National Climate Information Centre). We hypothesise that this cold weather restricted the usual spring bloom of diatoms. A restricted spring bloom would mean higher-than-usual concentrations of nutrients in the summer. It might also mean reduced numbers of grazers. These factors would provide ideal conditions for coccolithophores to flourish as temperatures and sunlight increase.

1 Introduction

Coccolithophores belong to a diverse group of phytoplankters (class Prymnesiophyceae) that is widespread in the oceans. The ecological group that includes \textit{Emiliania} is particularly abundant in upwelling and temperate sub-polar regions (Balch et al., 2019). Most coccolithophores are not themselves harmful or toxic, but they are of ecological importance, particularly for carbon cycling and sequestration (Rost and Riebesell, 2004). They typically produce an exoskeleton consisting of several calcium carbonate plates called coccoliths (Young et al., 1999). These coccoliths are not opaque (phytoplankton require light for photosynthesis), but they scatter and polarise light. Coccolith shedding occurs during the later stages of the bloom life cycle, when the cells are threatened, for example by pathogen pressure (Frada et al., 2008). During this stage, the coccoliths are shed and accumulate in the surrounding water. The visual effect is to turn the sea a milky turquoise colour, visible to the human eye and in satellite imagery.

The function of the coccoliths is unclear. They are believed to be protective, either against grazing, against viral or bacterial attack, or as a refractor of light that acts as a sunshade in excessively bright conditions (Monteiro et al., 2016). Johns et al. (2023) show that coccoliths initially provide some protection from viral attack but once shed can mediate such attacks. Müller (2019) suggests that coccolith production may have evolved originally as an efficient mechanism for intracellular \ce{Ca^{2+}} detoxification at a time of elevated seawater \ce{Ca^{2+}} concentrations (e.g. during the Cretaceous and Jurassic periods).

Summer 2021 saw milky, turquoise-coloured waters caused by algal blooms in two locations off Scotland, in the Clyde Sea on the west coast and also to the east of the Shetland Islands (Fig. 1). These blooms were visually striking and so unusual that they were reported in the news (e.g. Bradshaw, 2021). Transmission-electron-microscope analysis of
Table 1. CMEMS and non-CMEMS products used in this study.

<table>
<thead>
<tr>
<th>Product ref. no.</th>
<th>Product ID and type</th>
<th>Data access</th>
<th>Documentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>OCEANCOLOUR_ATL_BGC_L3_MY_OBSERVATIONS_009_013 (1998–2021), satellite observations</td>
<td>EU Copernicus Service Product (2022)</td>
<td>QUID: Garnesson et al. (2022); PUM: Collela et al. (2022)</td>
</tr>
<tr>
<td>3</td>
<td>SST_ATL_SST_L4_REP_OBSERVATIONS_010_026 (1998–2021), satellite observations</td>
<td>EU Copernicus Service Product (2021b)</td>
<td>QUID: Autret et al. (2021a); PUM: Autret et al. (2021b)</td>
</tr>
<tr>
<td>4</td>
<td>ERA5 atmospheric reanalysis (1979–2022)</td>
<td>Copernicus Climate Change Service, Climate Data Store (2023)</td>
<td>Hersbach et al. (2023)</td>
</tr>
</tbody>
</table>

2 Data

2.1 Ocean colour

Ocean colour (OC) instruments measure water-leaving radiation at various wavelengths in the visible and near-infrared spectrum. Satellite measurements of ocean colour are used here in two forms. One is imagery. The enhanced colour maps from Sentinel-3 OLCI (Ocean and Land Colour Imager) and Sentinel-2 MSI (Multi-Spectral Imager) in Fig. 2 provide visual indications of algal blooms. The other is observation products, point estimates of near-surface chlorophyll concentration derived from multiple sensors. The CMEMS (Copernicus Marine Environment Monitoring Service) product used here (product ref. no. 2, Table 1) estimates chlorophyll concentration for several distinct phytoplankton functional types, including diatoms and nanophytoplankton. The nanophytoplankton category includes *Emiliania huxleyi*.

Several factors make chlorophyll estimation difficult for coastal waters. Bowers et al. (2000) find that dissolved organic matter (DOM) from fresh water is usually the largest optically active constituent in the Clyde Sea. Ocean colour algorithms are designed to minimise errors due to suspended sediment and DOM. The presence of large numbers of coccoliths would also have a strong impact on backscattered radiation (Voss et al., 1998). The estimation process does mask for cloud, sun glint, and coccoliths (OC-CCI, 2020). This masking means there are few OC chlorophyll estimates available for the Clyde Sea during the period of the Clyde bloom (12 June to 7 July 2021). We use the OC product in Fig. 5 not as a measure of absolute value but to show the timing of growth and also how values in 2021 compare to other years.

2.2 North West Shelf reanalysis

The North West Shelf (NWS) reanalysis (product ref. no. 1, Table 1) is based on the physical ocean model NEMO (Madec and Team, 2008) at 7 km horizontal resolution and 51 vertical levels, with tides represented, over a domain that encompasses the North West Shelf (Renshaw et al., 2021). Atmospheric forcing is from the ERA5 atmospheric reanalysis (Hersbach et al., 2023). River discharge volumes for the year 2018 onwards come from a daily climatology. The reanalysis uses NEMOVAR (Mogensen et al., 2012) to assimilate observations of physical variables (satellite sea surface temperature, SST, as well as in situ temperature and salinity profiles; Waters et al., 2015).

Here we use the reanalysis for sea surface temperature and also for near-surface currents in the region of the European Slope Current. Reanalysis SST is strongly constrained by high-quality satellite observations. Variations in surface currents are driven predominantly by surface winds (Röhrs et al., 2023), provided here by ERA5. The slope current itself is forced also by meridional density gradient and steep bathymetry (Marsh et al., 2017). Validation of the reanalysis
Figure 1. (a) Sentinel-2 MSI image of Clyde Sea on 21 June 2021 at 11:35 UTC, true colour with enhanced contrast. Processed by the Natural Environment Research Council Earth Observation Data Acquisition and Analysis Service (NEODAAS) using ACOLITE atmospheric correction. (b) Sentinel-2 MSI image of Shetland Islands on 1 July 2021, processed by ESA (https://www.esa.int/ESA_Multimedia/Images, last access: 30 May 2023). (c) Bathymetry map with locations of (a) and (b) marked in red. Shelf edge is visible as transition from light blue (less than 200 m depth) to dark blue (deep water). (d) Scanning electron micrograph of sample from the Clyde Sea, June 2021, identified as *E. huxleyi*, morphotype B. Credit: Eileen Bresnan (Marine Scotland Science).

shows that it does produce a realistic slope current (Renshaw et al., 2021).

3 Shetland bloom

Figure 1 shows a bloom on the eastern side of Shetland. There is no information on the species present, but the brightness and turquoise colour of the bloom suggest coccolithophores. Coccolithophore blooms in the North Sea are not unusual. An unusual feature of the 2021 bloom was that it came so close inshore. Examination of imagery for the years 2017 to 2020 from Plymouth Marine Laboratory (PML) (described in Highfield et al., 2014) and of a dataset of coccolithophore blooms for 1998 to 2016 in Kondrik et al. (2019) finds no other examples where blooms intrude among the islands and bays on the eastern side of Shetland.

Kondrik et al. (2019) show that often blooms develop further south and east in the North Sea in spring or early summer and are advected by an anti-clockwise circulation sometimes reaching as far north as Shetland. Sometimes a bloom originates in the north, along the northern edge of the continental shelf, and is advected southwards. Bathymetry in Fig. 1c shows the location of this shelf edge. The European Slope Current flows eastward along this edge, bringing North Atlantic water into the Norwegian Sea. Some of this water flows south past Shetland into the North Sea. Imagery for July 2021 (Fig. 2c, d) seems to show the bloom is of the latter kind, originating along the northern edge of the shelf.

To confirm the bloom’s origins and to understand why 2021 was unusual, we used the OceanParcels software package (DeLandmeter and van Sebille, 2019) to simulate the trajectory of virtual particles in the ocean. Particles were initially positioned at 1 m depth along the slope current (Fig. 3).
Figure 2. Enhanced ocean colour satellite imagery (provided by PML) from the Sentinel-3 OCLI and Sentinel-2 MSI instruments for 12 and 19 June 2021 and 2 and 7 July 2021. The brightest pixels are indicative of high numbers of coccoliths. Land and cloud are coloured black.

These locations were chosen based on where the speed of the current (from a reanalysis mean climatology for 1993 to 2021) exceeded 0.2 m s\(^{-1}\). *OceanParcels* modelled 3D movement of the particles, advected by daily mean currents from the NWS reanalysis (product ref. no. 1, Table 1) and using a 3 h time step. This was done separately for each year from 1998–2022, starting with particles in initial positions on 3 April and running forward 3 months to predict positions on 3 July (Fig. 3).

In some years nearly all the particles move off beyond the edge of the plots (1999, 2002, 2003, 2009, 2022). In most years all the red particles (those initially at the eastern end of the slope current) disappear in this way. In 2021 it is these red particles that end up close to the eastern side of Shetland on 3 July. The year 2021 was unusual, although not unique, in that easterly winds during spring drove surface currents that pushed particles westward for part of that time. Figure 4 shows 10 m winds (from ERA5) and surface currents (from NWS reanalysis) for May 2021 and for a May climatology. To the east and north of Shetland, climatological winds are westerly, and the surface current is westerly or northerly. For May 2021, winds are north-easterly. These winds induce easterly surface currents (Ekman transport effect).

The years 2012, 2016, and 2019 also experienced easterly winds in spring or early summer (based on ERA5 reanalysis) and similarly show large numbers of red particles still within the plot region on 3 July. Other years see large numbers of other-coloured particles come close inshore, in particular 2007, 2017, and 2020. In the satellite imagery (2017–2020) and Kondrik catalogue (1998–2016), none of these years show coccolithophore blooms that reach into the bays and inlets of eastern Shetland. Imagination for 2020 (not shown) comes the closest, with a bloom 10–20 km away from the coast. The 2020 particle tracking has orange particles in this region, originating from further west on the shelf edge.

We conclude that in some years blooms around Shetland form in water coming from the shelf edge. We cannot conclude that bloom development is always linked to specific locations and timings of source water along the shelf edge.

To understand how the bloom appeared so close inshore, we examined the daily particle trajectories for 2021 (not shown). Particles move south down the eastern side of Shetland during the second half of June. In late June and early July there is a brief period of easterly winds, and the particles are driven in towards the coast. Brief easterlies are not unusual, but these coincided with coccolithophore-laden wa-
ter near the coast. We suggest that coincidences of timing and weather in 2021 created the unusual phenomenon of a visible coccolithophore bloom on the eastern Shetland coast.

4 Clyde Sea bloom

Analysis of the 2021 bloom in the Clyde Sea is hampered by a paucity of observations. Weather stations provide data on the atmospheric conditions. Satellite instruments provide estimates of SST and of chlorophyll, with caveats discussed below. We have found no in situ measurements of conditions within the Clyde Sea itself. Biogeochemical reanalysis data are available (Kay et al., 2021), but their ability to accurately simulate the Clyde Sea is hampered by a lack of data on river discharge. Freshwater input and nutrient input from rivers are important variables for the biogeochemistry here. In this paper we analyse the data that are available and build from them.

Figure 3. Top plot shows 3 April starting positions for particles positioned along the European Slope Current. The area around Shetland is marked with a grey line. Other plots show particle positions in this area advected forward 3 months, using reanalysis surface currents for each year from 1998–2022. Particles are coloured according to longitude of starting position.
4.1 The Clyde Sea and the annual cycle of diatoms

The Clyde Sea comprises a large tidal estuary with several islands and fjord-like sea lochs. It is the outlet of the River Clyde and other rivers into the Irish Sea. It has a maximum depth of 164 m, with a sill (the “Great Plateau”) of approximately 40 m depth where it meets the Irish Sea. Freshwater outflow from rivers and from land drainage tends to maintain stable stratification in the basin (Simpson and Rippeth, 1993). This together with the sill restricts tidal mixing to mostly near-surface waters. Edwards et al. (1986) estimate a residence time of 2 months for surface water in the main body of the Clyde Sea. Nutrient content in the Clyde Sea tends to be higher than adjacent coastal waters (based on measurements of nitrate in Slesser and Turrell, 2013). Tidal currents within the Clyde Sea tend to be weak. Water in the deeper waters below the sill can stagnate, leading to nutrient build-up near the sea bed. Simpson and Rippeth (1993) show that strong winds can sometimes overcome the vertical stability and mix the water column. This would act to replenish nutrients in the surface layers in the event of an algal bloom.

Marshall and Orr (1927) sampled the Clyde Sea and its lochs extensively, finding the following:

There is a well-marked spring diatom maximum which starts at the end of March or the beginning of April.

A diatom bloom will consume nutrients (Stief et al., 2022), which will tend to inhibit further phytoplankton growth (Elser et al., 2007). Marshall and Orr (1927) also observed a second, smaller summer maximum but noted that diatoms near the surface were less healthy than those several metres deeper. Tests with samples left in direct sunlight and in shade showed that summer light levels were injurious for these diatoms.

Hannah and Boney (1983) assessed extensive and more recent surveys (1976–1978) of the Inner Firth. They found rapid growth in diatoms from late March or early April in each year of the study, dominated by *Skeletonema* spp. and *Thalassiosira nordenskioldii*. They also found *Nitzschia seriata* (now called *Pseudo-nitzschia* “seriata type”) and *Chaetoceros* spp. at those times present in considerable numbers. During these spring blooms total chlorophyll was dominated by diatoms. For 1977 they found evidence that the *Skeletonema* were being grazed by microzooplankton (*Ebria*). Bresnan et al. (2016) also report an intense spring bloom dominated by *Skeletonema* during the monitoring period 2005–2013.

4.2 Timing and source of 2021 Clyde coccolithophore bloom

Figure 1 shows the Clyde bloom on 21 June 2021. There are earlier visual reports of bright patches in the sea around the Isle of Arran in the centre of the Clyde Sea on 12 June (Evers-King et al., 2021). Satellite imagery (Fig. 2a) has no bright patch in the Clyde Sea that day, but the sea around Arran is a plausible storyline. That storyline starts with diatom growth in early spring.
partly obscured by cloud. Imagery for 13–16 June is almost wholly obscured by cloud, and the first clear satellite image of a bright patch across the whole of the Clyde Sea is from 18 June (Fig. 2b). This patch persists until 5 July and then fades. Figure 2c shows that by this time the bloom is apparent even in the northernmost reaches of Loch Fyne. This sea loch flows into the Clyde Sea but is tidal along its 65 km length.

Transmission electron microscopy of a sample from Millport collected at the end of June revealed the bloom to be comprised of liths and cells of *E. huxleyi* – morphotype B (Fig. 1d), providing the first confirmation of this species in high abundance at this site. *E. huxleyi* morphotypes A and B have been recorded in the waters around Scotland (van Bleijswijk et al., 1991; León et al., 2018). Little is known about the seasonality of *E. huxleyi* morphotypes on the west coast of Scotland. A study at the Marine Scotland Scottish Coastal Observatory (SCObS) monitoring site at Stonehaven on the east coast from 2010–2013 showed a distinct repeated seasonality in the occurrence of different *E. huxleyi* morphotypes (León et al., 2018). Morphotype B was commonly recorded in spring, with morphotype A occurring from June to August followed by an overcalcified form of morphotype A (type AO) in autumn and winter months. The dominance of *E. huxleyi* morphotype B in the 2021 Clyde bloom differs in timing from the seasonality recorded on the east coast.

Coccolithophores have a haplodiplontic life cycle (Keuter et al., 2021). New cells are haploid (one set of chromosomes in the nucleus). These haploid cells develop into diploid cells (two sets of chromosomes in the nucleus). For the genus *Emiliania*, it is only the diploid form that produces coccoliths. Frada et al. (2008) explain its “Cheshire Cat” strategy for resisting viral attack. Giant phycodnaviruses (*Emiliania huxleyi* viruses, EhVs) infect and lyse diploid-phase cells and are heavily implicated in the termination of blooms. The diploid cells transition to haploid cells that are resistant to EhVs, shedding coccoliths as they do. Thus the bloom in the Clyde Sea may have started some time before sufficient coccoliths had accumulated to make it visible.

It is possible that *E. huxleyi* was introduced by tidal mixing into the Clyde Sea from the Irish Sea or that it was already resident. Reverse particle tracking (not shown) excludes immediate seeding from blooms at the Malin shelf break as a likely cause. The satellite imagery shows the bloom mostly confined to the Clyde Sea. We conclude that conditions within the Clyde basin in late May or early June were particularly favourable for *E. huxleyi* to thrive. We aim here to understand exactly which aspects were favourable and what brought them about.

### 4.3 Physical environment in 2021

Figure 5a shows daily values of sea surface temperature (SST) from the NWS reanalysis averaged over the Clyde Sea for the years 1998–2021. June 2021 values are in the middle of the range. Values for April and May are towards the cold end of the range. Statistics from a high-resolution satellite SST product in Table 2 (product ref. no. 3, Table 1) confirm this. Monthly means for April, May, and June 2021 are, respectively, at the 10th, 5th, and 52nd percentiles for those months over the period 1982–2021.

Table 2a has monthly statistics of SST from a satellite SST product (product ref. no. 3, Table 1) for a point within the Clyde Sea (55.27° N, 5.11° W), close to the lower right intersection of grid lines in Fig. 1. April and May 2021 SSTs were unusually cold compared to climatology. June was close to the median. The cold SST can be linked to the weather (Table 2b, c, d). April saw anticyclonic weather that was cold, dry, and exceptionally sunny (Weather Magazine, 2021a). May 2021 had anomalously low atmospheric pressure over the UK, bringing storms, high rainfall, and high winds (Weather Magazine, 2021b). June was drier and warmer than average.
Table 2. Statistics of monthly means from (a) CMEMS European area level 4 SST analysis at 55.27° N, 5.11° W, and (b, c, d) from weather stations in the Clyde catchment area (National Climate Information Centre, NCIC).

<table>
<thead>
<tr>
<th>(a) Sea surface temperature</th>
<th>Monthly mean (°C)</th>
<th>Anomaly (°C)</th>
<th>Percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>April</td>
<td>7.53</td>
<td>-0.65</td>
<td>10%</td>
</tr>
<tr>
<td>May</td>
<td>8.81</td>
<td>-1.20</td>
<td>5%</td>
</tr>
<tr>
<td>June</td>
<td>12.24</td>
<td>0.05</td>
<td>52%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(b) Air temperature</th>
<th>Monthly mean (°C)</th>
<th>Anomaly (°C)</th>
<th>Percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>April</td>
<td>5.5</td>
<td>-1.4</td>
<td>10%</td>
</tr>
<tr>
<td>May</td>
<td>8.4</td>
<td>-1.4</td>
<td>10%</td>
</tr>
<tr>
<td>June</td>
<td>13.4</td>
<td>1.0</td>
<td>83%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(c) Sunshine hours</th>
<th>Percentage of climatology</th>
<th>Percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>April</td>
<td>236</td>
<td>159%</td>
</tr>
<tr>
<td>May</td>
<td>151</td>
<td>80%</td>
</tr>
<tr>
<td>June</td>
<td>174</td>
<td>111%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(d) Rainfall</th>
<th>Percentage of climatology</th>
<th>Percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>April</td>
<td>16</td>
<td>20%</td>
</tr>
<tr>
<td>May</td>
<td>96</td>
<td>115%</td>
</tr>
<tr>
<td>June</td>
<td>42</td>
<td>47%</td>
</tr>
</tbody>
</table>

Anomalies and percentiles are relative to yearly climatology: (a) SST is CMEMS reprocessed level 4 satellite product 1982–2020 (product ref. no. 3, Table 1). (b, c, d) Weather station data are for the Clyde catchment area from NCIC for 1980–2021.

There were two severe storms in May 2021, one on 9, 10, and 11 May and a stronger one on 20 and 21 May. These appear to coincide with periods when there is a pause in the rate of increase in SST (Fig. 5a). This suggests the strong winds are mixing the water column.

4.4 Ocean colour estimates of chlorophyll

Figure 5 shows a time series of estimates of chlorophyll a from the CMEMS ocean colour product (product ref. no. 2, Table 1) for two plankton functional types, diatoms and nanophytoplankton. Mean values for 1998–2020 (blue line) show similar patterns for diatoms and nanophytoplankton: concentrations rising to a peak in late March and a smaller second peak in early May, although with considerable year-to-year variation (purple dots). Estimates for 2021 are again similar between both functional types. Both have strong peaks in early April, well above the 1998–2020 mean. Values drop rapidly during April, rising again towards the end of that month. Both types also show a fall immediately following the two May storms, around 10 and 20 May.

As discussed in Sect. 2.1, chlorophyll estimation can be difficult in coastal waters. Vertical mixing and river discharge due to the May storms might increase levels of dissolved organic matter and sediment in the water. Vertical mixing might dilute plankton in the surface layers that are sensed by the ocean colour instruments. The presence of coccoliths and cloud mean that much of the data for June have been masked in the estimation process. The ocean colour product includes an estimate of root mean square error (RMSE) following Brewin et al. (2017). For the Clyde Sea, values of RMSE for diatoms and nanophytoplankton in both April and May 2021 are given as approximately 0.5 mg m⁻³. This is similar in size to the estimates themselves for nanophytoplankton, and so we avoid drawing conclusions from Fig. 5c. Estimated concentrations for diatoms are somewhat larger, and so we have more confidence in drawing conclusions from the diatom time series (Fig. 5b).

4.5 Possible causes of Clyde bloom

Mayers et al. (2019) assessed coccolithophore growth and mortality rates based on samples from the Celtic Sea in April 2015. They identified several conditions that favour coccolithophore blooms. These are considered individually below.

(a) Warm, stratified waters. SST in June 2021 was close to average for that month (Table 2a). Vertical profiles of temperature from the reanalysis for 2021 (not shown) are stably stratified, but this is typical for June. The following conclusion was reached: June 2021 temperatures were not unusual.

(b) Sunlight. June 2021 was sunnier than average (76th percentile, Table 2c). The following conclusion was reached: sunshine might have been a contributory factor in 2021.

(c) Availability of nutrients. We have no direct measurements of nutrients in the Clyde Sea. April 2021 was a dry month (5th percentile, Table 2d), and so river discharge in April would have been low. Rainfall in May was above average. May was also a stormy month, which may have mixed the water column, bringing nutrients from deep water into the photic zone (Pingree et al., 1977). Each of these factors could lead to higher-than-usual nutrient availability by the end of May. Ocean colour estimates of diatoms suggest lower-than-usual diatom growth in April and increased growth during May (Fig. 5b). The following conclusion was reached: observations show low chlorophyll mass in spring 2021. This could be due to the cold water temperatures and limited nutrient input in April 2021.
wet and stormy conditions in May of both years likely increased nutrient levels in near-surface layers in the Clyde Sea. Both these factors would help produce suitable conditions for a bloom.

(d) Scarcity of predatory microzooplankton. Mayers et al. (2019) found that microzooplankton exert strong top-down control on coccolithophore populations, grazing up to 80% of daily production in a bloom of *E. huxleyi*. We might hypothesise that fewer diatoms in April and May led to low numbers of microzooplankton during that time, reducing the grazing pressure on *E. huxleyi* in late May and early June. However, growth rates for microzooplankton can be rapid, sometimes more than three doublings per day for tintinnids (Verity, 1986). The following conclusion was reached: this could be a contributory factor, though we have no evidence for this. The ability of microzooplankton to multiply rapidly suggests at least that other factors were also involved.

Advection of a bloom into the region is another possible cause. We consider this unlikely for two reasons. The Clyde Sea is semi-enclosed, with an estimated residence time of 2 months for surface water in the main body of the Clyde Sea (Edwards et al., 1986). This was consistent with reverse tracking (not shown) of a set of virtual particles placed in the Clyde Sea in June and tracked backwards for 60 d to find their source. The majority remained within the Clyde Sea. Also, satellite imagery shows a bloom in the Clyde Sea but not in the adjoining Irish Sea.

5 Discussion

Phytoplankton are of special interest in the waters around Scotland, where aquaculture and fishing are major industries. Through primary production, phytoplankton form the base of a food chain that sustains marine fauna (Frederiksen et al., 2006). Blooms of phytoplankton can be harmful to other marine life and can produce toxins dangerous for human consumers of seafood (Davidson et al., 2011). There is thus increasing interest from policy-makers to understand the diversity dynamics of phytoplankton communities in Scotland and other parts of the North West Shelf (NWS) and to understand its influence on industries and diversity status assessments (Siemering et al., 2016; McQuatters-Gollop et al., 2019).

This paper presents hypotheses to explain two unusual blooms. We suggest that the bloom on the eastern side of Shetland originated in Atlantic water brought north of Shetland by the European Slope Current. The water’s passage eastward was retarded by a period of anomalous easterly winds in May, and it was later steered towards the Shetland coast by a shorter period of easterly winds. The timing was such that there were abundant coccoliths present when this water was close inshore. The bloom within the Clyde Sea appears to have developed in place. We hypothesise that environmental factors may have combined to create suitable conditions in the Clyde Sea. A cold and dry April could have restricted spring growth of diatoms, leaving nutrients available for a summer bloom of coccolithophores. A wet and stormy May might also have added to the nutrients.

Our explanations are based on limited evidence (SST and chlorophyll estimates from satellites, modelling by the re-analysis). We do not have in situ measurements from within the blooms to confirm our hypotheses.

For both blooms, we propose the weather as a key factor. Other studies also identify the importance of the weather for algal blooms. Whyte et al. (2014) looked at unusually strong blooms of the biotoxin-producing dinoflagellate *Dinophysis* on the western side of the Shetland Islands in the summers of 2006 and 2013. They found these blooms coincided with periods where the winds, usually more southerly, became westerly. They suggested the westerly winds advected *Dinophysis* populations onshore, resulting in an increase in diarrhetic shellfish toxin levels in farmed mussels (*Mytilus edulis*).

There is evidence that the distribution of coccolithophores has expanded polewards in recent decades (Beaugrand et al., 2013; Winter et al., 2013; Rivero-Calle et al., 2015), due either to changes in ocean temperature or dissolved inorganic carbon. Growth of *E. huxleyi* is also known to be impacted by major changes in ocean pH (Riebesell et al., 2017). Changes in pH observed in seas around the UK (Findlay et al., 2022) are not large enough to explain recent variability in coccolithophore abundance in Scottish waters.

Changing weather patterns have the potential to influence the occurrence of unusual phytoplankton blooms in coastal waters. These changes have the potential to impact higher trophic levels in the marine ecosystem. A better understanding of the processes and dynamics involved will help in forecasting, preparation, and development of adaptation measures for these changes.

This paper shows how use of satellite data and model re-analysis can help to meet the challenge of assessing major events in UK waters, despite a sparsity of in situ observations. However we could be more confident in our findings if we had more information about environmental conditions. More complete data on river discharge would help in simulating biogeochemical and ecosystem variables in the Clyde Sea and other inshore water bodies. Widespread routine monitoring of nutrient levels and phytoplankton components could help greatly in understanding future blooms.

**Data availability.** The data products used in this article, as well as their names, availability, and documentation, are summarised in Table 1.
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Abstract. Oceanic exchanges across the Greenland–Scotland Ridge (GSR) play a crucial role in shaping the Arctic climate and linking with the Atlantic meridional overturning circulation. Most considered ocean reanalyses underestimate the observed 1993–2020 mean net inflow of warm and saline Atlantic Water of 8.0 ± 0.5 Sv by up to 15 %, with reanalyses at 0.25° resolution additionally exhibiting larger biases in the single inflow branches compared to higher-resolution products. The underestimation of Atlantic Water inflow translates into a low bias in mean oceanic heat flux at the GSR of 5 %–22 % in reanalyses compared to the observed value of 280 ± 18 TW. Interannual variations in reanalysis transports correlate reasonably well with observed transports in most branches crossing the GSR. Observations and reanalyses with data assimilation show a marked reduction in oceanic heat flux across the GSR of 4 %–9 % (compared to 1993–2020 means) during a biennial (2-year-long) period centered on 2018, a record low for several products. The anomaly was associated with a temporary reduction in geostrophic Atlantic Water inflow through the Faroe–Shetland branch and was augmented by anomalously cool temperatures of Atlantic Water arriving at the GSR. The latter is linked to a recent strengthening of the North Atlantic subpolar gyre and illustrates the interplay of interannual and decadal changes in modulating transports at the GSR.
Table 1. CMEMS and non-CMEMS products used in this study, including information on data availability and references.

<table>
<thead>
<tr>
<th>Product</th>
<th>Product ID and type</th>
<th>Data access</th>
<th>Documentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. CMEMS and non-CMEMS products</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| - Mooring-derived ocean heat transport into Arctic Mediterranean         |                    | Updated time series are available from the authors upon request. | Tsubouchi et al. (2020, 2021).
| - Hindcast ocean simulations at 0.25° horizontal resolution and 75 vertical levels (GLOB4) and 0.0625° horizontal resolution and 98 vertical levels (GLOB16) provided by CMCC | ref. no.           | Data available from the authors upon request.   | Iovino et al. (2023).
| - Ocean reanalysis at 0.25° horizontal resolution and 75 vertical levels provided by UKMO (GLOReV1.4) | ref. no.           | Data available from the authors upon request.   | MacLachlan et al. (2015).

**Table 1.** Products used in this study, including information on data availability and references.
1 Introduction

The Greenland–Scotland Ridge (GSR), encompassing the Denmark Strait, Iceland–Faroe (I-F) branch, Faroe–Shetland (F-S) branch, and European shelf, represents the main oceanic gateway to the so-called Arctic Mediterranean (the ocean bounded by the GSR, Davis Strait, and Bering Strait). Oceanic transports across the GSR play an important role in the Arctic and global climate systems. In the surface layer, the warm and saline Atlantic Water moves northward across the GSR and the light Polar Water flows southward mainly through the Denmark Strait. In the lower layer, the cold and dense water is transported southward at depth into the North Atlantic, contributing to the lower limb of the Atlantic meridional overturning circulation (Hansen and Østerhus, 2000; Buckley and Marshall, 2016).

Transports across the GSR exhibit pronounced interannual variability and thereby play an important role in modulating the heat budget of the Arctic Mediterranean (e.g., Muilwijk et al., 2018; Mayer et al., 2016; Asbjørnsen et al., 2019). Specifically, the inflow of warm and saline Atlantic Water (AW) exhibits a strong co-variability with ocean heat content, especially in the AW layer of the Arctic Mediterranean (M. Mayer et al., 2022). Tsubouchi et al. (2021), using observation-based oceanic transport data (1993–2016), revealed a step change towards stronger oceanic heat transports (OHTs) across the GSR around 2002, suggesting an enhanced contribution of OHT to the observed warming of the Arctic Ocean. M. Mayer et al. (2022) temporally extended the monitoring of OHT at the GSR using ocean reanalyses and found a pronounced reduction in OHT around 2018, which could not be verified with observational data at that time and the causes of which were not explored in detail.

Here, we use observational oceanic transport data at the boundaries of the Arctic Mediterranean updated to 2021 and an extended set of ocean reanalyses to explore the pronounced reduction in OHT in more detail, track it to the main contributing oceanic branch, and relate these changes to larger-scale climate variations on interannual and decadal timescales. An additional aspect of this study is a more detailed validation of reanalysis-based oceanic transports at the GSR at the scale of single branches to further build trust in the usefulness of these products for monitoring Arctic climate and its oceanic drivers.

2 Data and methods

We use monthly data from a comprehensive set of ocean reanalyses to compute oceanic transports across the GSR, Davis Strait, and Bering Strait. The latter two straits are calculated to close the volume budget and obtain unambiguous net heat transport into the Arctic Mediterranean (Schauer and Beszczynska-Möller, 2009). Inflow (positive) has been defined as positive towards the Arctic Mediterranean. The employed products are an updated ensemble based on the Copernicus Marine Environment Monitoring Service Global Reanalysis Ensemble Product (CMEMS GREPv2, product ref 1), consisting of ORAS5, CGLORS, GLORYS2V4, and GloRanV14 (an improvement of GloSea5, also known as the FOAM product, product ref 6; MacLachlan et al., 2015). These are all run at 0.25° horizontal resolution with 75 vertical levels and use atmospheric forcing from ERA-Interim (Dee et al., 2011). The ensemble is complemented with GLORYS12 version 1 (product ref 2), a reanalysis at 0.083° horizontal resolution with 50 vertical levels driven by ERA-Interim atmospheric forcing. Furthermore, two hindcast ocean simulations (i.e., with no data assimilation) at 0.25° horizontal resolution with 50 vertical levels (GLOB4) and 0.0625° horizontal resolution and 98 vertical levels (GLOB16; Iovino et al., 2023) driven by JRA55-do (Tsujino et al., 2018) are employed to investigate the impact of resolution on oceanic volume fluxes. Heat transports from GLOB4 and GLOB16 are not assessed as these are biased due to their setup as forced runs without data assimilation. Transports are computed on the native grid through line integrals similar to Pietsch et al. (2018).

Observational mass-consistent estimates of oceanic transports (product ref 3) are updated to July 2021 following Tsubouchi et al. (2021; i.e., using the same strategy to infill data gaps, estimate uncertainty, and create a box inverse model to close the volume budget). Temporal coverage and references for the single observational estimates used as input are provided in the data table (Table 1). Surface freshwater inputs by river discharge and precipitation minus evaporation for 1993–2021 used as input to the box inverse model are based on Winkelbauer et al. (2022). The used reanalyses assimilate temperature and salinity profiles available from databases such as Hadley EN4 (Good et al., 2013), which according to our investigations include only a small subset of the mooring data used for our observational transport estimates. Currents are generally not assimilated in ocean reanalyses. Hence, the observation-based volume fluxes represent fully independent data, while temperature fluxes represent largely independent validation data.

We note that quantification methods of oceanic transports in reanalyses and observations are fundamentally different, which needs to be kept in mind when intercomparing. The reanalysis-based estimate is based on surface-to-bottom, coast-to-coast temperature and velocity sections across the Arctic Mediterranean. This ensures conservation of volume and avoids projection of potentially biased positioning of currents in the reanalyses onto the transport estimates. The observational estimate is based on the sum of 11 major ocean current transport estimates categorized into three major water masses – Atlantic Water (AW), Polar Water (PW), and Overflow Water (OW) (Tsubouchi et al., 2021). An assumption is that the 11 major ocean currents represent the major water mass exchanges well across the Arctic Mediterranean. This means it is important that no recirculation, e.g., of AW waters, remains unobserved, as this would introduce
Figure 1. Map of the Greenland–Scotland Ridge region, schematically depicting shallow shelf water and deep water, major AW inflow (red arrows) and OW outflow (blue arrows) branches (DS stands for Denmark Strait, and FBC stands for Faroe Bank Channel), the location of oceanic moorings used for deriving the observation-based transport estimates (yellow bars), and the section used for the computation of transports from ocean reanalyses (dashed green line). Adapted from OceanSITES (http://www.oceansites.org/tma/gsr.html, last access: 20 March 2023, Fig. 1).

Biases into the observational estimate. This assumption has been assessed and confirmed many times over the last 2 decades from establishment of sustained hydrographic sections in the GSR in the 1990s (e.g., Dickson et al., 2008) to recent oceanographic surveys to capture ocean circulation in the GSR for AW (e.g., Berx et al., 2013; Hansen et al., 2017; Rossby et al., 2018; Jónsson and Valdimarsson, 2012) and OW (Hansen et al., 2018). We also note that remaining uncertainties arising from potential undersampling are taken into account in the observational estimate obtained through the inverse model. For reference, Fig. 1 shows pathways of major flows across the GSR and the locations of considered oceanic moorings and the sections used for evaluation of reanalyses.

As in M. Mayer et al. (2022), we assume total uncertainties in monthly mean observations (provided in Tsubouchi et al., 2021) to consist of roughly half systematic and half random errors; i.e., the two contributions are the total uncertainty reduced by a factor of $1/\sqrt{2}$. Consequently, the contribution of random errors to uncertainties in long-term mean observational estimates is further reduced by a factor of $1/\sqrt{N}$, where $N$ is the number of years, and deseasonalized anomalies only include the random errors.

Transported water masses at the GSR are decomposed into AW, PW, and OW, largely following Eldevik et al. (2009). PW is defined as $T < 4^\circ$C and $\sigma_\theta < 27.7 \text{ kg m}^{-3}$. OW is defined as $\sigma_\theta > 27.8 \text{ kg m}^{-3}$. The rest (i.e., waters with $\sigma_\theta < 27.8 \text{ kg m}^{-3}$ with PW taken out) is considered AW. Note that these definitions have been revised from M. Mayer et al. (2022). Water mass decomposition is performed each month based on the monthly temperature and salinity fields in the reanalyses. These definitions are similar to those used for observational products (see references for more details, e.g., Eldevik et al 2009).

We additionally use sea level anomaly (SLA) data provided through CMEMS (product ref 4) for investigating drivers of observed OHT anomalies. The global mean SLA trend is removed before computation of the presented diagnostics.

Deseasonalized anomalies are based on the 1993–2019 climatologies, i.e., the period for which all data are available. Anomaly time series have a 12-monthly temporal smoother applied to emphasize interannual variations. Confidence levels (95% is set as threshold for significance testing) for temporal correlations take auto-correlation of the involved time series into account (see Oort and Yienger, 1996).

## 3 Results

### 3.1 General evaluation of transports of water masses across the GSR

Figure 2 presents mean annual cycles and anomaly time series of relevant oceanic transport quantities at the GSR. It is complemented with long-term averages shown in Table 2 (volume fluxes) and Table 3 (heat fluxes). Observations show seasonally varying AW inflow across the GSR ($8.0 \pm 0.5$ Sv; mean ± standard deviation of the mean reported throughout, unless explicitly stated) with a maximum in December and minimum in June–July (Fig. 2a). The AW inflow is largely balanced by PW (Fig. 2c: $-1.8 \pm 0.7$ Sv) and OW (Fig. 2b: $-5.6 \pm 0.3$ Sv) outflow, yielding a relatively small net volume flux across the GSR of 0.7 Sv (balanced by flows through Bering and Davis straits). The PW outflow exhibits...
an annual cycle balancing the AW inflow (i.e., maximum outflow in boreal winter), while the OW exchange is more stable throughout the year (i.e., small annual cycle).

All reanalyses but one (CGLORS) underestimate AW inflow across the GSR when compared to observations, but the shape of the annual cycle of all estimates is in good agreement with observations. The AW net flow from high-resolution products does not stand out compared to the 0.25° products and is close to the GREP mean. Agreement is also good for the PW outflow, where all products show the observed seasonal maximum flow in boreal winter. The range of reanalysis-based estimates is large in a relative sense, with the observations lying in the middle of the range. There is less coherence across products concerning the OW transports. GLORYS12, GLORYS2V4, and CGLORS are close to observations, with rather persistent overflow on the order of −5.4 Sv and seasonal variations that agree with the observations. Other products tend to have overflows that are too weak (most notably ORAS5), and some also exhibit biases in the representation of the annual cycle (e.g., GloRanV14).

Table 2 includes long-term average volume fluxes in the main AW inflow branches (North Icelandic Irminger Current (NIIC), I-F branch, F-S branch, and European shelf). The reanalysis-based estimates generally agree well with observations. The main discrepancy is the underestimate of I-F inflow and overestimation of F-S inflow by all GREP reanalyses, while the high-resolution products GLORYS12 and GLOB16 are in much better agreement with observations. Direct comparison of GLOB16 to GLOB4 confirms that overestimation of F-S volume flux is reduced when going from 0.25 to 0.0625° resolution. This suggests that increased resolution, along with more realistic bathymetry, improves representation of inflow pathways in the reanalyses. We also note that temporal anomaly correlations with observed I-F volume fluxes are low (Pearson correlation coefficients $r$ range from −0.03 to 0.26 and are statistically insignificant) for all reanalyses but are substantially higher for F-S volume fluxes ($r$ ranges from 0.30 to 0.71 and is statistically significant for all products with data assimilation).

Figure 2d shows the mean annual cycle of heat flux across the GSR, i.e., the sum of sensible heat transported by all waters crossing the GSR. The mean annual cycle of GSR heat fluxes generally follows that of AW volume fluxes, with a minimum between boreal spring and early summer and a maximum in fall and early winter. Seasonal minima and maxima in GSR heat flux co-occur with those of AW volume flux; i.e., seasonal variations in heat flux are largely volume flux driven, and the seasonal cycle in volume-weighted temperatures is in phase.

Since net volume flux across the GSR is small, the ambiguity arising from the choice of reference temperature can be considered small as well. However, for the long-term averages we focus on net heat transport into the Arctic Mediterranean, i.e., the sum of heat fluxes across the GSR, plus those through Bering and Davis straits. Values in Table 3 show that all reanalyses exhibit lower net heat transport (by $\sim 16\%$ for the GREP mean of $256 \pm 19$ TW) than that observed ($306 \pm 19$ TW; $311 \pm 20$ TW when including sea ice). GLORYS12 exhibits a mean net heat flux similar to the GREP mean, but we note that all GREP reanalyses have AW influx that is too strong in the F-S branch (Table 2), where the climatologically warmest waters cross the GSR, and thus enhance the heat flux in those products for the wrong reason.

The net heat transport is clearly related to the strength of AW inflow, but even CGLORS, which has a higher AW mean volume flux (8.3 Sv) than observations, has a negative net heat flux bias. The reason is that all reanalyses exhibit a warm bias in outflowing OW (not shown) and a cold bias in Davis Strait inflow (see Pietschnig et al., 2018). Based on M. Mayer et al. (2022) and taking oceanic storage into account, the energy-budget-based estimate of the net heat boundary transport suggests even higher values ($\sim 348$ TW) than observations. This inferred value appears high, but we note that this indirect approach has been applied successfully to infer observation-based oceanic transports in the North Atlantic (Trenberth and Fasullo, 2017; Liu et al., 2020; J. Mayer et al., 2022) and the central Arctic (Mayer et al., 2019), and hence it is deemed credible. This estimate at least adds confidence to the conclusion that the observational estimate of oceanic heat transport is not biased high. Table 3 also confirms that long-term averages for heat flux across the GSR are qualitatively very similar to the net heat transport; i.e., heat fluxes across the GSR are the dominant contributor to oceanic heat transport into the Arctic Mediterranean.

Figure 2e shows deseasonalized anomalies of AW volume flux, with a 12-monthly smoother applied to emphasize interannual variability. Typical variability is similar across observations (temporal standard deviation $\sigma = 0.35$ Sv) and reanalyses ($\sigma$ ranges between 0.22 and 0.47 Sv). Temporal correlations between reanalyzed and observed AW inflow anomalies are moderately high ($r$ ranges between 0.39 and 0.60 and is statistically significant for all products; see the legend of the plot for values).

Figure 2f shows anomalies of total oceanic heat flux across the GSR, which show similar variability to AW volume flux; i.e., the strength of AW inflow modulates not only the seasonal cycle of the total GSR heat flux but also its interannual variations ($r$ ranges from 0.86 to 0.91). GSR total heat flux from reanalyses is in slightly better agreement with observations than AW volume fluxes ($r$ ranges between 0.51 and 0.63 and is statistically significant for all products; see the legend of the plot for values). Figure 2f also shows a prominent negative heat flux anomaly centered around the year 2018, which has already been noted by M. Mayer et al. (2022) for net heat transport into the Arctic Mediterranean.
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3.2 Spatial structure of the July 2017–June 2019 transport anomaly

To set the scene for further investigation, we present climatological temperatures and currents at the GSR based on GLO-RYS12 in Fig. 3a and b, respectively. Comparison with analogous figures based on the GREP (shown in M. Mayer et al., 2022) allows us to appreciate the benefits of increased resolution (0.08 vs. 0.25° resolution), including a more distinct representation of inflow and outflow branches and a more spatially variable bathymetry, especially in the I-F branch.

Next, we investigate the recent reduction in AW volume and GSR heat fluxes in more detail. This is most prominent in the biennial (2-year-long) signal of average anomalies in July 2017–June 2019. Figure 3c shows that during this period strong warm anomalies were present over 0–400 m depth in the eastern Denmark Strait, and warm anomalies are also seen in the F-S branch. The latter suggests a temporary deepening of the AW layer. Velocity anomalies for the July 2017–June 2019 period (Fig. 3d) suggest that the positive temperature anomalies in the eastern Denmark Strait are driven by enhanced NIIC transports. The strongest and deepest velocity anomaly in July 2017–June 2019 is located in the eastern part of the F-S branch, where reduced inflow is present from the surface down to the interface at ∼600 m, and hence we focus on this branch next. Negative anomalies are also seen in...
Figure 3. Longitude–depth sections of (a) mean temperature (with water mass boundaries indicated), (b) mean velocity, (c) July 2017–June 2019 anomalous temperature, and (d) July 2017–June 2019 anomalous velocity across the GSR based on GLORYS12 (stippling denotes grid cells where anomalies are > 2σ of biennial anomalies). Note that the section does not go along the shallowest part of the Denmark Strait and I-F Ridge everywhere, leading to deeper trenches in some places (see also Fig. 1). Time series of (e) anomalous volume and (f) anomalous temperature flux through the Faroe–Shetland branch, where the red shading indicates ±1 standard error in the observational data. Temporal correlations of reanalyses with observations are provided in the legends.
Table 2. Long-term mean of volume flux in different water masses and branches across the GSR. Observational European shelf volume fluxes are based on Østerhus et al. (2019). All values are based on 1993–2020 (since observational data do not completely cover 2021) data, except for GLOB16 and GLOB4 (based on 1993–2019 data). Values are given in Sv.

<table>
<thead>
<tr>
<th></th>
<th>GSR total</th>
<th>PW</th>
<th>OW</th>
<th>AW</th>
<th>AW NIIC</th>
<th>AW F-I</th>
<th>AW F-S</th>
<th>Shelf</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>0.7 ± 0.9</td>
<td>−1.8 ± 0.7</td>
<td>−5.6 ± 0.3</td>
<td>8.0 ± 0.5</td>
<td>0.9 ± 0.1</td>
<td>3.8 ± 0.3</td>
<td>2.7 ± 0.3</td>
<td>0.6 ± 0.3</td>
</tr>
<tr>
<td>GREP mean</td>
<td>1.2 ± 0.6</td>
<td>−1.2 ± 0.5</td>
<td>−5.0 ± 0.5</td>
<td>7.4 ± 0.6</td>
<td>0.9 ± 0.2</td>
<td>2.5 ± 0.4</td>
<td>3.5 ± 0.6</td>
<td>0.5 ± 0.2</td>
</tr>
<tr>
<td>ORAS5</td>
<td>1.8</td>
<td>−0.6</td>
<td>−4.4</td>
<td>6.8</td>
<td>1.2</td>
<td>2.6</td>
<td>2.8</td>
<td>0.2</td>
</tr>
<tr>
<td>CGLORS</td>
<td>1.4</td>
<td>−1.5</td>
<td>−5.4</td>
<td>8.3</td>
<td>0.8</td>
<td>2.8</td>
<td>3.9</td>
<td>0.8</td>
</tr>
<tr>
<td>GLORYS2V4</td>
<td>1.0</td>
<td>−0.9</td>
<td>−5.4</td>
<td>7.3</td>
<td>0.8</td>
<td>2.6</td>
<td>3.3</td>
<td>0.6</td>
</tr>
<tr>
<td>GloRanV14</td>
<td>0.4</td>
<td>−1.8</td>
<td>−5.0</td>
<td>7.2</td>
<td>0.9</td>
<td>1.9</td>
<td>4.1</td>
<td>0.3</td>
</tr>
<tr>
<td>GLORYS12</td>
<td>1.0</td>
<td>−1.0</td>
<td>−5.3</td>
<td>7.3</td>
<td>1.0</td>
<td>3.3</td>
<td>2.4</td>
<td>0.6</td>
</tr>
<tr>
<td>GLOB16</td>
<td>−0.2</td>
<td>−2.6</td>
<td>−4.9</td>
<td>7.4</td>
<td>0.6</td>
<td>3.2</td>
<td>3.0</td>
<td>0.6</td>
</tr>
<tr>
<td>GLOB4</td>
<td>1.2</td>
<td>−2.7</td>
<td>−4.4</td>
<td>8.3</td>
<td>0.8</td>
<td>3.2</td>
<td>3.7</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Table 3. Long-term mean of total heat flux across the GSR and into the Arctic Mediterranean (total GSR transports plus Bering Strait and Davis Strait transports). The energy-budget-based transport estimate is taken from M. Mayer et al. (2022) and by definition can only be provided for a closed area like the Arctic Mediterranean. All values are based on 1993–2020 data. Values are given in TW.

<table>
<thead>
<tr>
<th></th>
<th>GSR total</th>
<th>Arctic Mediterranean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>280 ± 18</td>
<td>306 ± 19</td>
</tr>
<tr>
<td>GREP mean</td>
<td>243 ± 21</td>
<td>256 ± 19</td>
</tr>
<tr>
<td>ORAS5</td>
<td>219</td>
<td>239</td>
</tr>
<tr>
<td>CGLORS</td>
<td>265</td>
<td>276</td>
</tr>
<tr>
<td>GLORYS2V4</td>
<td>234</td>
<td>242</td>
</tr>
<tr>
<td>GloRanV14</td>
<td>255</td>
<td>269</td>
</tr>
<tr>
<td>GLORYS12</td>
<td>243</td>
<td>252</td>
</tr>
<tr>
<td>Based on the energy budget</td>
<td>–</td>
<td>348</td>
</tr>
</tbody>
</table>

the overflow from 600 to 1000 m depth. There is some compensation by positive velocity anomalies in the western F-S (meaning reduced southward flow there), but the effect of the eastern F-S anomaly dominates, and the net F-S volume flux anomaly was clearly reduced during this period (see below). We note that these main features are also similar in anomaly sections based on the GREP ensemble mean (not shown).

Observations and all reanalyses show large negative F-S volume inflow anomalies of −0.61, −0.56, −0.34, and −0.24 Sv in the observations, GREP_mean, GLORYS12, and GLOB16, respectively, during July 2017–June 2019 (Fig. 3e). In four out of seven datasets, this is the overall biennial minimum of the 1993–2021 record (not shown). The total AW volume flux anomaly for that period was −0.24, −0.53, −0.37, and +0.08 Sv in the observations, GREP_mean, GLORYS12, and GLOB16, respectively. Thus, F-S volume flux anomalies were partly compensated by other AW branches, with no very clear signal in any of them (not shown). Only GLOB16 exhibits a positive AW volume flux anomaly during that period, which appears to be related to a shift towards generally higher AW volume flux around 2016 (see Fig. 2e). This is not seen in any of the other products.

Temperature transport anomalies in the F-S branch are strongly correlated with volume flux anomalies (compare Fig. 3e and f), and there is a clear reduction in F-S branch temperature flux in July 2017–June 2019 of −21.9, −24.1, and −16.1 TW in the observations, GREP_mean, and GLORYS12, respectively. The contribution of temperature anomalies in the F-S branch during that time was small, with biennial anomalies of observed volume-weighted temperatures between −0.2 and −0.1 K (similar for all products). The total AW heat flux anomaly for July 2017–June 2019 was −11.0, −22.5, and −19.4 TW in observations, GREP_mean, and GLORYS12, respectively. Thus, the reduction in GSR heat transports during that period was mainly driven by a reduction in volume inflow through the F-S branch. It was only partly offset by compensating transport anomalies in other branches. Very similar biennial heat transport anomalies for the total GSR (−11.1, −20.9, and −19.3 TW for observations, GREP_mean, and GLORYS12, respectively) confirm AW as the main driver of heat flux variability across the GSR.

3.3 Relationships between sea level and AW inflow

For a better understanding of mechanisms contributing to the GSR transport anomaly around 2018, we first consider basic statistical relationships between SLA and oceanic quantities. We find a statistically significant temporal correlation of the zonal SLA gradient at GSR with observed AW volume flux anomalies (Fig. 4a), which is plausible in terms of geostrophic balance. The correlation pattern looks very similar when performed with the F-S branch volume flux alone (not shown). The pattern of temporal correlation between the SLA field and observed anomalies of volume-weighted temperature of AW transports (Fig. 4b) is distinct from the relationship with AW volume flux (compare Fig. 4a). It emphasizes SLA in the North Atlantic subpolar gyre (SPG),
with higher SLA in the SPG (i.e., a weaker gyre) associated
with higher volume-weighted temperature and vice versa.
Although correlations are high ($r$ up to 0.69) in the SPG re-
region, they are not statistically significant. The cause may be
the low number of degrees of freedom, as the SLA in the
SPG exhibits high temporal auto-correlation (see Fig. 4d dis-
cussed below).

Actual SLA anomalies averaged over July 2017–June
2019 (Fig. 4c) indicate a weakened zonal SLA gradient at
the GSR, albeit not very strongly pronounced, and anoma-
lously low SLA in the SPG region. According to the correla-
tion patterns discussed above, these two features suggest re-
duced AW volume flux (as suggested by patterns in Fig. 4a)
and anomalously low AW volume-weighted temperatures (as
suggested by patterns in Fig. 4b). We also note the positive
SLA anomalies north of the GSR with a maximum in the
central Nordic Seas.

To put these results in context, we define two SLA-based
indices (shown in Fig. 4d) from the correlation patterns found
in Fig. 3a and b. The similarity of the correlations in Fig. 4a
to the correlations between total OHT at the GSR and SLA
shown in M. Mayer et al. (2022) reinforces use of their
gradient-based index (i.e., standardized SLA difference be-
 tween 58–60° N, 2–0° W and 63–67° N, 20–15° W). This
index is correlated with AW volume flux anomalies ($r = 0.62$
for observed transports, ranging from 0.47 to 0.70 for reana-
lyses, which is statistically significant in all cases). The sec-
ond index uses spatial SLA averages in the North Atlantic re-
 gion (55–60° N and 40–15° W) as an inverse proxy for SPG
strength. This index is correlated with anomalies of volume-
weighted temperatures of AW transports. The two indices
in Fig. 4d show different characteristics, with the SPG in-
dex varying on decadal timescales, while the gradient index
shows stronger interannual variations. The SPG index has
been negative since $\sim$2014, which suggests a strong SPG
and lower inflow temperatures in recent years, in agreement
with results by Hátún and Chafik (2018). This SPG index ex-
hibits two minima during the July 2017–June 2019 period,
although these are not extreme relative to the entire time se-
ries.

Figure 4e shows volume-weighted temperatures of AW
waters from different products and confirms their overall
decrease in recent years. Comparison with the SPG index in
Fig. 4d suggests a generally delayed response of volume-
weighted temperature in Atlantic inflow water at the GSR to
SPG strength. Lagged correlation analysis indeed suggests
positive correlations peaking (at values around 0.3 to 0.5, de-
pending on the dataset) when temperatures are lagging the
SPG index $\sim$2–3 years (not shown), but the correlations are
not significant due to the high auto-correlation of time series.

4 Conclusions

Reanalysis-based oceanic transports show generally good
agreement with observations on the scale of single branches
of the GSR, in terms of both mean and variability in volume
and heat fluxes. There is some indication that the higher-
resolution products have a better representation of AW in-
flow in the I-F and F-S branches. All considered products
underestimate net heat flux into the Arctic Mediterranean.
The magnitude of the low bias is correlated with the strength
of AW volume flux, but a warm bias in OW and cold bias in
Davis Strait inflow further add to the found net heat flux bias.
We reiterate that reanalysis-based and observational trans-
port estimates are obtained in different ways (closed line in-
tegrations versus measurements from 11 branches with an in-
verse model applied), but, as elaborated in Sect. 2, we deem
this a fair and robust approach for an intercomparison. The
energy-budget-based estimate from M. Mayer et al. (2022)
suggests even higher net heat flux than oceanic observations,
which confirms the underestimation of heat transports by the
ocean reanalyses. A much smaller discrepancy was found
in an analogous comparison of observed oceanic transports
into the central Arctic and an energy-budget-based estimate
(Mayer et al., 2019), potentially reflecting the different obser-
vational strategies in Fram Strait and the Barents Sea Open-
ing compared to the GSR (see, e.g., Dickson et al., 2008) or
potential biases in the employed energy budget fields over
the Nordic Seas.

All reanalyses with data assimilation and observations
show a pronounced reduction in OHT during the 2-year pe-
riod July 2017–June 2019, with some recovery after that.
Comparison of observed SLA patterns during this period
with statistical relationships between SLA and oceanic trans-
ports suggests that this reduction arose from a combination
of interannual- (i.e., reduced zonal SLA gradient at the GSR)
and decadal-scale changes (i.e., strong SPG in recent years).
Another potential factor contributing to the OHT reduction
during July 2017–June 2019 may have been the positive SLA
anomalies centered in the Nordic Seas (Fig. 4c), which Chaf-
terjee et al. (2018) have related to a weakened gyre circu-
lation in the Nordic Seas and may have contributed to the
weakened AW inflow as well.

Our results also reveal a delayed response of AW inflow
temperatures to SPG strength. This is consistent with ear-
lier studies finding anti-correlation between SPG strength
and GSR heat transport (Häkkinen et al., 2011; Hátún et al.,
2005). Specifically, the generally weaker SPG during $\sim$1997
and $\sim$2014 (with more pronounced minima in 1997–1998,
was associated with warm inflow temperatures and stronger
OHT after 2001 (Tsubouchi et al., 2021). After that point,
the SPG strengthened and the inflow temperatures declined,
which is also consistent with generally reduced oceanic heat
transports in recent years.
Figure 4. Correlation of observation-based (a) AW volume flux and (b) AW flux-weighted temperature with SLA with a 12-monthly smoother applied. (c) SLA anomaly in July 2017–June 2019. (d) Temporal evolution (standardized) of two SLA-based indices based on the zonal SLA gradient at GSR and the SLA in the SPG region. (e) Temporal evolution of volume-weighted temperature ($T_{\text{weight}}$) anomalies of Atlantic waters at the GSR (red shading indicates ±1 standard error in the observational data, and temporal correlations of reanalyses with observations are provided in the legend). Stippling in (a) and (b) denotes statistically significant correlations on the 95% confidence level.

The presented results indicate that decadal predictions of the SPG strength, which have been shown to exhibit skill (e.g., Robson et al., 2018; Borchert et al., 2021), may also allow us to infer near-term trends in OHT across the GSR. Another implication is that the strong interannual-to-decadal variability in OHT across the GSR hampers detection of longer-term (forced and unforced) trends in observed OHT, an aspect in which climate simulations show large spread (Burgard and Notz, 2017). Continued in situ monitoring of OHT, complemented with reanalysis efforts, is thus needed to provide observationally constrained time series of sufficient length for climate model validation.
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Abstract. This article analyses the Balearic Islands wind-driven coastal upwelling in response to the intense and long-lasting Storm Blas, which affected the western Mediterranean Sea in November 2021. The storm was associated with a pronounced pressure low, generating heavy rains and intense winds and showing some characteristics of a tropical cyclone. The Balearic Islands area was particularly affected since the core of the storm was moving over a 1-week-long period from the south-west of this area to just above the islands of Menorca and Mallorca. High-resolution regional forecast models indicated that the intense north-easterly winds blowing over the region during the first days of the storm led to the development of intense upwellings along the north-western coasts of the islands of Mallorca and Ibiza together with a reversal of the surface current. While the clouds associated with the storm prevented the radiometers on board satellites to precisely observe the evolution of the sea surface signature of the upwelling, signals of enhanced chlorophyll concentration were still detected in the upwelling region. The high-resolution Western Mediterranean Operational Prediction System model, which downscales the Copernicus Marine Service Mediterranean predictions, is used to describe the characteristics of this intense coastal-upwelling event, as well as to analyse its singularity over the past-9-year time series through the comparison of different coastal-upwelling indices. The upwelling event is found to have a duration of 3 d (considering its effects on the sea surface temperature) with a spatial offshore extension of around 20 km. It was characterized by intense cold coastal sea surface anomalies of around 6°C. While it was the most intense event over the past 9 years in terms of local cross-shore sea surface temperature gradients, it is ranked second in terms of the intensity of cross-shelf transports, behind the Storm Gloria upwelling event in January 2020. This study demonstrates the benefits of operational oceanography for the characterization of extreme events through the provision of time series of high-resolution modelling results in the coastal area.

1 Introduction

Storm Blas¹ was an intense Mediterranean cyclone which affected the western Mediterranean Sea from 6 to 18 November 2021. It was first identified on 6 November between the Balearic Islands and Sardinia before moving westwards towards the Balearic archipelago. After the core of the storm looped over the island of Mallorca on 11 November, exhibiting a well-defined, circular, deep (~10 hPa) low-pressure centre, it then moved eastwards while developing a spiral structure resembling that of tropical cyclones. The storm then moved over the islands of Sardinia and Corsica before weakening and dissipating in the Tyrrenian Sea on 18 November. Figure 1a and b show the distribution of clouds over the affected area on 7 and 13 November, as observed by Sentinel-3 Ocean and Land Colour Instrument (OLCI) satellite true-colour images.

¹https://www.aemet.es/en/conocermas/borrascas/2021-2022/estudios_e_impactos/blas (last access: 14 April 2023)
Table 1. Products from the Copernicus Marine Service and other complementary datasets used in this study, including the Product User Manual and quality information. For complementary datasets, the link to the product description, data access and scientific references are provided. Last access for all web pages cited in this table: 14 April 2023.

<table>
<thead>
<tr>
<th>Product ref. no.</th>
<th>Product ID and type</th>
<th>Data access</th>
<th>Documentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>MEDSEA_ANALYSIS_FORECAST_PHY_006_013, numerical models</td>
<td>EU Copernicus Marine Service Product (2022b)</td>
<td>QUID: Goglio et al. (2022); PUM: Lecci et al. (2022)</td>
</tr>
<tr>
<td>6</td>
<td>SST_MED_SST_L4_NRT_OBSERVATIONS_010_004, satellite observations</td>
<td>EU Copernicus Marine Service Product (2022c)</td>
<td>QUID: Pisano et al. (2022b); PUM: Pisano et al. (2022a)</td>
</tr>
<tr>
<td>7</td>
<td>SEALLEVEL_EUR_PHY_L3_NRT_OBSERVATIONS_008_059, satellite observations</td>
<td>EU Copernicus Marine Service Product (2023)</td>
<td>QUID: Pujol et al. (2023); PUM: Pujol (2022)</td>
</tr>
<tr>
<td>8</td>
<td>INSITU_GLO_PHY_UV_DISCRETE_NRT_013_048, in situ observations</td>
<td>EU Copernicus Marine Service Product (2022d)</td>
<td>QUID: Verbrugge et al. (2022b); PUM: Verbrugge et al. (2022a)</td>
</tr>
<tr>
<td>9</td>
<td>OCEANCOLOUR_MED_BGC_L3_NRT_009_141, satellite observations</td>
<td>EU Copernicus Marine Service Product (2022e)</td>
<td>QUID: Colella et al. (2022b); PUM: Colella et al. (2022a)</td>
</tr>
</tbody>
</table>

This situation created extreme conditions of intense winds and high waves as well as heavy rainfall in the Balearic archipelago. In particular, intense north-easterly winds were blowing over the area during the first phase of the storm from 5 to 7 November (Fig. 1c, d), creating favourable conditions for coastal upwelling along the north-western coasts of the islands of Mallorca and Ibiza. The peak of this wind event occurred on 6 November around 10:00 UTC, with hourly mean values over 17.5 m s⁻¹ off the island of Mallorca, as represented by the HARMONIE-AROME model (Bengtsson et al., 2017) from the Spanish Meteorological Agency (AEMET).

Coastal upwelling is an oceanic process which generates upward vertical currents at the coast in response to an offshore transport of surface waters produced under the action of an intense or sustained alongshore wind stress. In the Northern Hemisphere, the wind has to blow with the coast on its left-hand side to be favourable to upwelling. By bringing cold and nutrient-rich deep waters close to the surface, the upwelling has significant effects on the physical and biogeochemical characteristics of coastal waters, generally enhancing the local primary productivity and then playing an important role in marine ecosystems (Pauly and Christensen, 1995). In the western Mediterranean Sea, wind-induced upwelling is known to occur along the French coast (Millot et al., 1979; Rey et al., 2000; Bakun and Agostini, 2001), the western and eastern coasts of Sardinia (Olita et al., 2013; Salusti, 1998), and the north-western Alboran Sea (Sarhan State Planet, 1-osr7, 15, 2023 https://doi.org/10.5194/sp-1-osr7-15-2023
et al., 2000; Macías et al., 2008). Eddy-induced coastal upwelling has also been evidenced in the Ligurian Sea (Casella et al., 2011) and along the Algerian coast (Millot et al., 1985). To our knowledge, no upwelling has been reported yet in the Balearic Islands. While the frequent north-north-westerly mistral winds do not present the appropriate orientation to generate upwelling along the north-western coast of the Balearic Islands, favourable conditions with intense north-easterly winds are occasionally met during specific storms such as Gloria in January 2020 (Amores et al., 2020; Sotillo et al., 2021; Álvarez-Fanjul et al., 2022) or Blas in November 2021. Notice that these winds blow in the opposite direction of the established Balearic Current, which flows north-eastwards along the north-western coast of the Balearic Islands (Lopez-García et al., 1994).

This study was motivated by the intense sea surface temperature (SST) gradients along the north-western coast of the Balearic Islands seen in high-resolution regional prediction models during the first phase of Storm Blas, together with observations of surface current reversal from high-frequency (HF) radar measurements along the north-western coast of the island of Ibiza. The objective of this study is to characterize this unusually intense upwelling in terms of both its surface signature and its vertical structure, as well as to evaluate its singularity within the time series of different upwelling indices computed over the past decade. The main source of information is a high-resolution numerical prediction model given the very limited number of in situ and satellite observations available during this event.

2 Data and methods

2.1 Numerical models

We analyse the outputs of the Western Mediterranean Operational Prediction System (WMOP\(^2\); Juza et al., 2016; Mourre et al., 2018) developed at the Balearic Islands Coastal Observing and Forecasting System (SOCIB; Tintoré et al., 2013). The WMOP is a 2 km regional configuration of the Regional Ocean Modeling System (ROMS; Shchepetkin and McWilliams, 2005) implemented over the western Mediterranean Sea. It uses high-resolution (1 h, 2.5 km) atmospheric forcing from the HARMONIE-AROME model (Bengtsson et al., 2017) provided by AEMET. Notice that before February 2019, the HIRLAM model was used as atmospheric forcing with a resolution of 5 km and 1 h (3 h before March 2017). The WMOP downscales the conditions of the Copernicus Marine Service Mediterranean analysis and forecast model (CMEMS-MED; Clementi et al., 2021), which are used as open boundary conditions. It also includes assimilation of observations from satellite SST, along-track sea level anomaly, Argo temperature and salinity profiles as well as surface currents in the Ibiza channel, applying a local multimodel ensemble optimal interpolation approach as described in Hernandez-Lasheras and Mourre (2018) and Hernandez-Lasheras et al. (2021), with a 3 d cycle.

We also consider the outputs of the CMEMS-MED model, which provides a spatial resolution of around 4 km. This system includes variational data assimilation of temperature and salinity vertical profiles and along-track satellite sea level anomaly observations through a 3D-V AR scheme (Dobricic and Pinardi, 2008). The atmospheric forcing is provided by the predictions from the European Centre for Medium-Range Weather Forecasts\(^3\) with a spatial resolution close to 10 km and a temporal resolution of 1 h.

2.2 Ocean colour satellite observations

High-resolution ocean colour imagery was analysed to detect the enhancement of the surface chlorophyll \(a\) (Chl \(a\)) concentration during the upwelling. The Level 3 ocean colour product distributed by the Copernicus Marine Service (Volpe et al., 2019) was used. It provides surface Chl \(a\) concentration from the OLCI on board the Sentinel-3 satellite with a 300 m resolution. Notice that clouds were present over the study area during the storm period, which limited the availability of exploitable high-resolution satellite observations. The Sentinel-3 OLCI observations were the only available satellite data that were found to give relevant information for the detection of the upwelling signature during the study period.

2.3 Upwelling indices

Several upwelling indices (UIs) have been used in the literature with the objective of estimating the intensity of coastal upwelling. These indices are based on either the cross-shore SST differences (Demarcq and Faure, 2000), the alongshore surface current velocities (Lorente et al., 2020) or the cross-shore Ekman transport related to the forcing winds (Bakun, 1973), sometimes also incorporating the effect of cross-shore geostrophic flows (Marchesiello and Estrade, 2010; Rossi et al., 2013; Jacox et al., 2018). This study compares four UIs computed over the 9-year time series of the WMOP operational model outputs:

\[ \text{i. } U_{\text{SST}} \]

first quantifies the temperature differences between the coast (SST\(_{\text{coast}}\)) and a location 25 km offshore (SST\(_{\text{offshore}}\)) off the north-western coast of the island of Mallorca (edges of the magenta cross-shore section illustrated in Fig. 2a). As in Marchesiello and Estrade (2010), the observed differences are normalized by the vertical temperature differences between the surface and 200 m depth (\(T_{200\text{m}}\)) at the offshore end of the

---

\(^{2}\)https://www.socib.es/?seccion=modellingfacility=forecast (last access: 14 April 2023)

\(^{3}\)https://www.ecmwf.int (last access: 14 April 2023)
section according to the following formula:

$$\text{UISST} = \frac{\text{SST}_{\text{offshore}} - \text{SST}_{\text{coast}}}{\text{SST}_{\text{offshore}} - T_{200\text{m}_{\text{offshore}}}}.$$  

This normalized formulation allows scaling of the horizontal temperature differences by the vertical ones. A value close to 1 indicates a fully developed upwelling with SST values at the coast equal to the temperatures at 200 m depth. Since this formulation of UISST generates very high values in situations when the upper ocean is vertically mixed during winter (denominator close to 0), the index is only computed here when the vertical temperature difference is larger than 1 °C.

ii. The second index is based on alongshore surface current velocities, as first proposed in Lorente et al. (2020) as a proof-of-concept investigation. This index was specifically designed to be applied in any coastal area where surface velocities are available from HF radar instruments. It assumes that the alongshore wind stress is the primary driver of upwelling circulation and that the surface currents are highly responsive to local winds (e.g., Paduan and Ronsenfeld, 1996; Kohut et al., 2006). This index is defined here as the average alongshore surface velocity ($V_{\text{surf}_{\text{alongshore}}}$) in the 25 km wide coastal region off the north-western coast of the island of Mallorca, following Eq. (2).

$$\text{UI}_{\text{alongshore~velocity}} = \overline{V_{\text{surf}_{\text{alongshore}}}}$$

The overbar denotes the average over the rectangular box containing the two magenta sections represented in Fig. 2. The alongshore direction is the direction of the corresponding magenta section. It makes an angle of 123° with respect to the north. Positive values denote south-westward flows. Further details about the methodology and application of this index can be found in Lorente et al. (2023; present issue of the Ocean State Report).

iii. The third index is the classical cross-shore Ekman transport index, computed from the alongshore wind stress. It is defined as follows:

$$\text{UI}_{\text{Ekman~transport}} = \int_{x=0}^{x=L} \frac{\tau_{\text{alongshore}}}{\rho f} \, dx,$$

where $\tau_{\text{alongshore}}$ is the alongshore wind stress, $\rho$ is the water density, and $f$ is the Coriolis frequency. The integral is computed along the magenta alongshore section over a distance $L$ of 60 km. $\text{UI}_{\text{Ekman~transport}}$ represents...
the total transport across this section. Positive values indicate an offshore transport.

Finally, the last index computes the total cross-shore model transport in the upper 50 m across the same section. This depth approximately corresponds to the depth of the Ekman layer as illustrated in Fig. 3. It includes not only the Ekman transport, but also the cross-shore geostrophic transport and other contributions due to the cross-shore wind component and potential effects associated with the spatial variability in the wind stress curl. It is calculated following Eq. (4):

\[ U_{\text{total transport}} = \int_{z=0}^{z=50m} \int_{x=0}^{x=L} V_{\text{cross-shore}} dx \, dz, \quad (4) \]

where \( V_{\text{cross-shore}} \) is the model horizontal velocity in the cross-shore direction.

3 Surface expression of the upwelling

Figure 2 illustrates the surface circulation patterns and associated SST in the WMOP and CMEMS-MED predictions models on 7 November 2022 at 06:00 UTC (the time with the most significant impact of the upwelling on the SST). The SST exhibits marked upwelling signatures in the WMOP model along the north-western coast of the islands of Mallorca and Ibiza, with the temperature of surface waters around 6°C colder at the coast compared to 20 km offshore. The surface coastal current flows south-westwards along the wind direction, which is reversed with respect to the direction of the Balearic Current under normal conditions (López-García et al., 1994). The offshore width of the upwelled-water region ranges from 10 to 20 km, which slightly extends off the 200 m isobath. The upwelling is also represented in the CMEMS-MED model, but with a less pronounced signature. It is out of the scope of this short article to investigate these differences between models, but the lower spatial resolution of both the model grid and atmospheric forcing may have an important role in producing these discrepancies. The upwelled water only reaches the surface in the northern half of the north-western coast of the island of Mallorca in CMEMS-MED, yet with a larger offshore extension compared to the WMOP. The event duration based on its effect on the SST was around 3 d, i.e. from 5 November at 15:00 UTC, when the first cross-shore coastal SST gradients were observed, until 8 November at 12:00 UTC, when they vanished.

As illustrated in Fig. 1, the storm was associated with a dense cloud coverage, which only allowed very partial satellite remote sensing information on SST and Chl \( a \) concentration. Despite this important limitation, the two most relevant ocean colour images illustrated in Fig. 2 hint at the enhancement of the Chl \( a \) concentration along the north-western coast of the island of Mallorca. While a low concentration of Chl \( a \) was detected on 4 November before the storm, a significant increase was observed on 7 November. The Chl \( a \) concentration reached 0.1 mg m\(^{-3}\), a magnitude more than twice as large as that observed 3 d before. While the satellite-derived Chl \( a \) in coastal areas should be interpreted carefully, particularly under cloudy conditions, no evident errors have been identified in the associated quality index (QI). The QI measures for every pixel the difference between the observation and the climatological average, normalized by the climatological standard deviation. The QI maps for 4 and 7 November are included in the Supplement (Fig. S1), showing values ranging from 1 to 2 in the area of enhanced Chl \( a \), with a peak above 4 in the near-coastal zone. Moreover, sediment resuspension is unlikely to affect the quality of the data due to the steep local topography. Also, the Lagrangian analysis of surface water trajectories in the northern part of the island of Mallorca (Fig. S2) allows the hypothesis of a lateral advection of Chl \( a \) from the northern bay (Alcúdia Bay) towards the north-western coast of the island to be rejected. As a consequence, and within the limitations of both the model and observations, we believe that the spatial consistency between the observed patch of enhanced Chl \( a \) and the model upwelling area is probably indicative of an upwelling-induced local enhancement of Chl \( a \).
Figure 2. Upper panels: SST and surface currents around the islands of Mallorca and Ibiza on 7 November 2021 at 06:00 UTC as represented by the (a) WMOP and (b) CMEMS-MED models. In panel (a), the lines in magenta represent the alongshore and cross-shore sections used in Sects. 3 and 4. Lower panels: Chl a concentration as observed by Sentinel-3 OLCI on (c) 4 November and (d) 7 November (i.e. before and during Storm Blas, respectively).

5 Interannual perspective

How singular was this intense wind-driven coastal-upwelling event? To answer this question, we compute here several upwelling indices (described in Sect. 2.3) over the whole WMOP model time series covering the 9-year period between August 2013 and June 2022. The first index, representing the normalized cross-shelf SST gradients, ranks the November 2021 event (i.e. Storm Blas) as the most intense event of the whole time series. It is the only event with a normalized cross-shelf SST gradient exceeding 0.5. The event is also the most intense according to the second index, which measures the intensity of the alongshore surface velocity. However, the Ekman and total cross-shelf transport indices indicate a larger transport during the other extreme event associated with Storm Gloria in January 2020. This is especially true for the total transport, which also accounts for the effects of the wind stress curl and cross-shore geostrophic transport. During both the Gloria and Blas upwelling events, the offshore total transport was enhanced with respect to the Ekman estimate. A third very intense storm in January 2017 (also documented in García-León et al., 2018) led to a slightly larger cross-shore Ekman transport but a lower total transport compared to Blas. The effects on the SST and coastal jet are particularly marked during the Blas upwelling event due to its occurrence in early November, when the surface ocean stratification was still significant. In contrast and despite the intense offshore transport during the upwelling event associated with Storm Gloria, the effects on the SST were hardly noticeable due to the presence of mixed surface waters. Note that the SST index is only computed when the vertical temperature difference between the surface and 200 m depth is larger than 1 °C, which significantly limits the use of the SST-based index during the winter season. However, this was not the case during the Gloria event, which showed values just above 1 °C.

6 Conclusions

This study describes some of the characteristics of a short (5–8 November 2021) but intense wind-driven coastal-upwelling event along the north-western coast of the Balearic Islands, as represented by a high-resolution forecast model during Storm Blas in November 2021. The time series of several upwelling indices illustrate the episodicity of upwelling...
Figure 3. Sections of WMOP model fields along the cross-shore magenta line represented in Fig. 2: (a) temperature on 7 November 2021 at 06:00 UTC, (b) cross-shore velocity, (c) alongshore velocity and (d) vertical velocity on 6 November 2021 at 12:00 UTC.

Figure 4. Time series of upwelling indices defined in Sect. 2.3 between August 2013 and June 2022 (3-hourly values are shown after applying a 24 h running average): (a) cross-shore normalized SST gradient index, (b) alongshore velocity index, (c) cross-shore Ekman transport index, (d) cross-shore total transport index. The red, blue and green triangles on the x axis mark the time of the Blas, Gloria and January 2017 storms, respectively.
events in this area, mainly related to their nature related to the occurrence of storms with intense north-easterly winds.

While the November 2021 Blas-related event was the most intense in terms of the effects on the SST and alongshore velocities over the 9-year-long time series analysed, the induced cross-shelf surface transport was lower than that modelled during Storm Gloria in January 2020, whose effects on the wind, waves, sea level and currents were already reported as a record-breaking event in the literature (Álvarez-Fanjul et al., 2022). This comparison illustrates the difference between upwelling indices for the characterization of the intensity of these events. In particular, the magnitude of SST gradients or alongshore velocity does not necessarily reveal the whole intensity of the underlying offshore transport. A careful analysis of the time series would allow appropriate thresholds to be determined for the different indices so as to define suitable criteria for the identification of the upwelling. The duration would certainly be an additional relevant parameter for the operational definition of these events. Here, for instance, the event duration corresponding to a threshold of 0.25 Sv for the total offshore transport was 42 h for the Blas-related upwelling, 51 h for Gloria and 21 h for the January 2017 event. In the particular case of Blas, this duration is shorter than 3 d, i.e. the value obtained when considering the effect on the SST, highlighting the sensitivity of these metrics to the index and threshold under consideration.

Such storm-driven coastal upwelling is especially difficult to monitor given their short timescale and the absence of in situ observations in this area. The dense cloud coverage associated with the storm also significantly limits the availability of high-resolution satellite observations to characterize the surface signature of the phenomenon. In this context, high-resolution operational regional ocean models help overcome these limitations, providing timely and accurate information to identify and characterize these events. The only available ocean colour image from satellites suggests an increase in primary productivity in a coastal area which corresponds to the area of upwelled water in the model. While the lack of complementary observations prevents the realism of the model fields from being properly evaluated, the consistency between the spatial structure of observed Chl a enhancement and model upwelled water seems to indicate a reasonable representation of the effect of the upwelling process in the model. High spatial resolution (close to kilometrical) is needed in both the model grid and the atmospheric forcing to describe such coastal phenomena whose cross-shore extension does not exceed 20 km.

Despite its short duration, this phenomenon was found to be sufficient to enhance the surface Chl a concentration. A more comprehensive understanding of the impacts of these storm-related upwelling events on local ecosystems would need further investigation requiring dedicated monitoring systems. Underwater gliders equipped with sensors of both physical and biogeochemical parameters can be suitable observation platforms for these studies given their capacity to operate under any weather conditions. In the future, the possible increase in the intensity and duration of the storms affecting the western Mediterranean area (Gaertner et al., 2007; Romero and Emanuel, 2013; González-Alemán et al., 2019) could lead to enhanced impacts of such storm-related upwelling events. While this study presents a first analysis over the last 9 years, it will be important to analyse these events in the longer term with a climate perspective when multi-decadal, kilometre-scale reanalysis simulations become available in the study area.
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